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ABSTRACT

Predicting stealthy behaviors plays an important role in designing stealth games. It is, however, difficult to automate this task because human players interact with dynamic environments in real time. In this paper, we present a reinforcement learning (RL) method for simulating stealthy movements in dynamic environments, in which an integrated model of Q-learning with Artificial Neural Networks (ANN) is exploited as an action classifier. Experiment results show that our simulation agent responds sensitively to dynamic situations and thus is useful for game level designer to determine various parameters for game.
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1. Introduction

In stealth games such as the Metal Gear Solid series (Konami Digital Entertainment) or the Stealth Hunter series (RAC 7), players must traverse a 2D or 3D map undetected by any Field of View (FoV) of Non-Player Characters (NPC) such as cameras and mobile enemies. It is not a trivial task for game level designers to set an interaction scenario and verify its level of difficulty. This is mainly because the player behaviors would be affected in real time by various factors in game environments such as the geographical feature of a map, the number of enemies, the enemy speed, the enemy path patterns, the locations of starting and target points, and so on. Developing tools that assist game designers with interactive exploration of how players become affected when these factors are modified, has attracted researchers’ interests recently.

By empirical studies on simulating the trajectory of players in stealth game, we recognized the need for a virtual agent that can sense objects within a limited range and take an appropriate reaction to the cognitive information. This is because, in many stealth games, the users are required to choose actions referring to what they see from the monitor with fixed number of pixels, thus only a virtual agent with the same restricted sensing ability can simulate properly human player’s decisions in dynamic environments.

In this study, we investigate adopting reinforcement learning (RL) with Artificial Neural Networks (ANN) to stealthy behavior simulations. RL has been known to be an advantageous technique for activating autonomous mobile agents since a prior knowledge of the environment is not required for training. Also, RL is feasible for simulating human behaviors because the trained agents are essentially designed to behave optimally to achieve given goals and thus resemble human behaviors following the principle of rationality: accomplishing the goals as optimally as possible given a state, taking into account the experiences and beliefs[1,2].

We design and implement an action classifier trained by the relation between players’ action selections and sensed information. By experimental results, we show that our agent simulates well real player’s sneaky behaviors by making sensible decisions in response to dynamic situations, and is more useful for simulating the player’s movement than a Rapidly-exploring Random Tree (RRT). To our best knowledge, this is the first to use RL in stealth game level design for understanding players’ action selections given sensed data.

2. Background and Related Work

Stealthy behavior of a real game player is not easy to simulate with a virtual agent. For instance, if a player encounters an enemy on a corridor with an alcove, he will temporarily hide himself in the alcove, come back to the point after the enemy leaves, and continue the way he was on. One way to simulate such behaviors is to discretize the configuration space including the time parameter and to find the corresponding path from the initial state to...
the final state. Some researchers have studied such path finding problems in the context of stealthy game design and analysis.

2.1 Simulating stealthy movements

Shi and Crawfis designed a tool for investigating placement of obstacles and static enemies[3]. They proposed the so-called damage function, given a player location and distribution of enemies, measuring the probabilistic damage that the player will receive. Discretizing the domain into graphs with edge weights being average damage and using Dijkstra’s algorithm, they sought for placements of obstacles and enemies that result in the minimum damage path, the longest path, and the largest standard deviation path.

Tremblay et al.[4] developed an exploration tool for game level design, integrated into Unity 3D. Their tool allows the game designer for interactive exploration of how a player can be affected as game parameters are modified. It visualizes successful movements of a player constructed by the RRT algorithm, a probabilistic incremental sample-based path-finding algorithm. Based on this tool, some researchers performed more thorough studies in designing and analyzing game levels recently: Tremblay et al.[5] studied three different metrics for measuring risks of stealthy paths, Xu et al.[6,7] developed procedural methods for obtaining enemy’s patrol routes and camera placement, and the second and third authors suggested interesting models for simulations involving combats and health packs[8].

2.2 Robot trained by RL and ANNs

Bing-Qiang Huang et al.[9] applied the so-called reinforcement learning neural network (RLNN) to the problem that a well-known miniature robot “Khepera” avoids obstacles. This robot has a cylinder-like shape and moves with two wheels in five ways: forward, right forward, left forward, right rotation and left rotation. It has eight infrared sensors on the body that can measure the distance from obstacles within distance 0.8 meters. The goal of the robot is to wander any environment without collision with obstacles. Even though the robot agent started to move in absence of any prior knowledge about obstacle positions, it could move in the environment without any collision after a long time learning.

The most relevant work to our concerns was studied by Humphrys[10]. The author implemented a house robot that can only detect objects in a small radius around it, carrying out multiple parallel missions without colliding with any obstacle in a house. The missions are to pick up dirt, to put out fire if exists, to go seeing a visitor, to identify if he is a stranger or not, and so on. Such events happen randomly and even simultaneously, so the agent needs to develop a reasonable system of action selection priorities. For this, the author implemented neural networks with 57 input units to indicate the objects around the robot, and trained them by the following reinforcement learning strategy: a reward value is defined for each step from state x to state y, these values are added to or subtracted from each other to define reward values for more complex situations, and by training with
the final reward function the robot can find what to do first among all possible actions. For instance, according to their reward policy, if a stranger exists but is unseen by the robot, then every step 0.1 points are subtracted from the initial reward, so the robot is forced to search for the stranger to stop getting the continuous punishment. However, if the robot is being recharged at plug, then the robot might choose to defer the search because recharging gives 0.1 points every step and thus making a counterbalance to the punishment. The author showed that with reward values carefully designed, a robot can build a set of reasonable action priorities and achieve several goals.

2.3 Game agent trained by RL

The integration of RL and ANNs has been applied to other computer games in the context of developing game controllers since the reward–punishment in learning process resembles the basic rule of games, and the ANN allows to treat multi-dimensional environments as inputs. Togelius et al.[11] investigated RL Multi–Layer Perceptron (MLP) and Simple Recurrent Network (SRN) with the HyperGP algorithm[12] for controlling the main character, Mario, in Super Mario Bros. In the game, the score is computed based on the numbers of collected coins and killed enemies, and the time taken until the level is cleared. Four types of information were given as the input: the two types indicate if Mario is being on the ground or in the air and the other two if any obstacle or enemy exists around Mario. While the first two cost two binary bits, one for each, the last two types need 18, 50, or 98 bits for the benchmark, which led to 21, 53, and 101 inputs in total including one input as a bias. The output of the network was of 5 bits, indicating Mario’s action selection among walk left, walk right, run, jump, and shoot a fireball. The author reported a trouble that the controller trained in a higher level did not guarantee the success in lower testing levels.

Mnih et al.[13] introduced Deep Q–Networks (DQN) for training agent controllers with the cognitive data obtained from the game screen. DQN was tested in seven of Atari 2600 games implemented in the Arcade Learning Environment[14]. Input pixel data are preprocessed into a 84×84 image in gray-scale, and four contiguous such images are given as an input into a neural network to express the situation–change of the environment. After a three–layered processing through the network, predicted Q–values are computed for all valid actions, and referring to them, the action with the highest output is selected.

In this paper, we encode the sensory data in a similar way, but handle a more complex game level even with a simpler learning model. Our autonomous agent can learn not only to accomplish the goal of stealthy games, arriving at the target point and not colliding against obstacles or any detection by the dynamic FoV of enemies, but also to simulate such human player’s stealthy behaviors based on cognitive information as hiding in an alcove when an enemy is coming.

3. Learning Model

In this section, we describe our player–agent
model for simulating stealthy behaviors in dynamic game environments. The player in stealth games does not completely know the environment, but has to decide the next movement only based on what he sees. Reinforcement learning admits our player-agent to learn online without a complete knowledge of the environment. Using three layered neural network makes it possible to classify a large number of states (input sensory data), which seems inevitable for obstacle avoidance problem in dynamic environment, into only four selected actions (output data). In the following, we explain further technical details and advantages of this model.

[Fig. 1] Structure of the proposed learning System

3.1 Basics of RL and ANNs

RL is a learning technique to determine the best action to be taken in a state[15]. As shown in [Fig.1], the agent gets sensing data by its sensors, chooses an action by a reasoning process, and receives a feedback as a reward value. The reward value would be positive if the chosen action was considered good, but otherwise negative. Repeating this process, the agent increasingly learns which action would maximize the accumulated reward value and thus is the best choice given a state.

\[ Q_{t+1}(x,a) \leftarrow Q_t(x,a) + \alpha [r_{t+1} + \gamma \max_{b \in A} Q_{t+1}(y,b) - Q_t(x,a)] \]  (1)

where \( \alpha \) is the learning rate and \( 0 \leq \gamma \leq 1 \) is the discount factor representing the importance of future rewards, in the sense that as it approaches 1, the learning has more emphasis on long-term rewards than myopic rewards. The optimal Q-value function is unknown and the system only estimates it. It was shown in [16] that, the more interactions with the world occur, the faster the noise (the term multiplied with the learning rate \( \alpha \) in Eq.(1)) is eliminated, and thus the faster the estimate converges to the optimal value.

Look-up tables are usually used to store Q-values of state-actions pairs, but we use three-layer artificial neural networks with the back-propagation method[17]. They provide us with a more compact representation by interpolating many unvisited state-action pairs, and require much less spaces for a huge number of pairs of sensing inputs and actions. By applying the QCON model introduced by Lin[18], we build 4 independent networks, one per action. Breaking interference between
different output flows makes it easier to calculate the $\max_{b \in A} Q_{t+1}(y,b)$ term – just to enumerate the actions and obtain the value from each (output) network[10]. For each network, the output unit and the hidden units are designed to produce normalized Q-values between 0 and 1 by using the sigmoid function.

### 3.2 Action Selection

In the beginning phase of the learning process, the simulated virtual player agent must try to take random actions for exploration, albeit it causes many collisions and low rewards. This is because the agent needs to obtain knowledge of the environments through the interactions. As the learning proceeds, the action selection must gradually become greedier in selecting actions, which means that an action with higher Q-value is chosen with a higher probability. A common and easy way for controlling the system like this is to let the system choose an action according to the Boltzmann probability distribution, defined as Eq.(2)[19].

$$P(a | x) = \frac{e^{Q(x,a)/T}}{\sum_{b \in A} e^{Q(x,b)/T}}$$  \hspace{1cm} (2)

To be specific, the higher the parameter $T$ is, the more randomly an action is selected. As $T$ converges to 0, the action selection follows the greedy policy with higher probability. After the learning finishes, we use the greedy action selection to maximize the accumulated rewards. In other words, an action at state $x$ is determined by the following criteria.

$$a(x) = \arg \max_{b \in A} Q(x,b)$$  \hspace{1cm} (3)

An example of such a learning approach is shown in [Fig. 2].

[Fig. 2] In the beginning of the training, the agent randomly selects actions for exploration, which causes low rewards and many collisions. The more the agent learns, the higher probability is set to optimal action selection. After learning, the agent maximizes the cumulative rewards and minimizes the number of collisions by taking the best actions.

### 3.3 Sensory Information

For successful simulation of the player who moves towards the target point and effectively responds to sensed data, we use five types of sensors: wall sensors, enemy sensors, target sensors, target direction sensors, and player direction sensors. The first three types are designed for expressing what the player agent perceives, and the other types for representing the player’s relative location to the target point. A 5-tuple of their values represents for a state as an input of our ANNs.

What the virtual player sees is expressed by
78 sensors in total, consisting of 26 wall sensors for detecting obstacles, 26 enemy sensors for the FoVs of enemies, and 26 target sensors for the target point. In the case of the wall sensors, each of the first 25 units indicates 1 if a wall exists in the corresponding block shown in [Fig. 3], and 0 otherwise, and the last is set to be 1 if the first 25 values are all 0, and 0 otherwise, which makes it easier for the neural networks to identify and classify the inputs[20]. The enemy sensors and the target sensors work in the same way as the wall sensors, except that they are respectively related to the FoV of any enemy and the target point. Such a modeling enables the agent to move freely without any collision and being detected, as well as to travel to the target point when the target lies in the field of vision.

We use two more types of sensors, called target direction sensors and player direction sensors. The target direction sensors are made up of 6 units in total including three target x-direction sensors and three target y-direction sensors. As illustrated in [Fig. 4], the first unit of the target x-direction sensors is set to be 1 if the player’s x-coordinate is higher than the target’s x-coordinate, the second if the player’s x-coordinate is lower than the target’s, and the last if the player’s x-coordinate is equal to that of the target. The three target y-direction sensors work in a similar way as the target x-direction sensors. The target direction sensors are, however, not enough to lead the player to the target, because they just divide a map into nine areas and inform the player which area the target is located in, according to the relative position of the player. To determine whether to turn right or left, or to advance forward or stay, the player needs knowledge of its current view direction. Thus, we use 4
binary units for indicating the current view direction: EAST, WEST, SOUTH, and NORTH. The first sensor is set to be 1 if the player is facing east, and 0 otherwise. The other sensors work in the same way.

3.4 Reinforcement learning

In stealth game, the virtual player needs to accomplish multiple goals, avoiding obstacles and arriving at the target spot. So we compute reinforcement values by two steps, as shown in [Fig. 5].

Reinforcement function(state x, state y)

\[ v := 0. \]

If \( (\text{arrived at the target}) \) add 1 to \( v \).
Else if \( (\text{collision occurred}) \) subtract 1 from \( v \).
Else
    If \( (\text{chose FORWARD}) \) add 0.02 to \( v \).
    Else subtract 0.015 from \( v \).
    If \( (\text{being closer to the goal}) \) add 0.6 to \( v \).
    Else add 0.3 to \( v \).
Return \( v \).

[Fig. 5] Reinforcement function, where \( x \) stands for the current state and \( y \) for the next state, Depending on \( y \) and the action taken, the return value \( v \) is decided.

First, the player gets +1 for arriving at the target and -1 for any kind of collisions. Otherwise, according to the selected action, the player gets a positive reward of 0.02 for FORWARD and a negative reward of -0.015 for STAY, RIGHT-TURN, and LEFT-TURN. Next, if the player moves closer to the target point with respect to the Euclidean distance, the value 0.6 is added to the current value, and otherwise 0.3 is added. Hence, except for the cases where the player arrives at the target point or collides with a wall or FoV of any guard, the player is rewarded either 0.62 or 0.32 by taking FORWARD, in the respective cases when the player moves in the direction to the target point or in the other directions. By the other three movements, it gets 0.285 reward value. As will be shown in the next section, the reinforcement values computed in this way motivate the agent to achieve the expected goals.

4. Experiments & Results

In this section, we demonstrate the effectiveness of our model by some experiments with the tool of [4]. The first experiment is to check if our agent is able to safely traverse a map with multiple cameras and one moving guard and to reach the target point. The next one is to check if our agent can react sensitively to dynamic environments, and the final is to compare the paths traversed by our agent and by the RRT algorithm proposed in [4].

In all experiments, we let the virtual player start to move from the starting point, monitor its visual field (shown as a blue area), and take one among the four actions for each step: STAY, FORWARD, RIGHT-TURN, and LEFT-TURN. During the journey in the learning phase, the agent is rewarded a reinforcement value for the selected action and the effect, which trains the four ANNs. If the player collides with any wall or enemies’ view, the worst punishment is given. In this case, we set the player to continue the learning process from this failure spot unless the
agent fails 50 times consecutively. This is because such a way showed better learning performance than restarting the agent from the starting point as soon as a failure occurs. Also, in order to shorten the computation time for a solution path, we set the player agent to check each time if it is currently located within a predetermined area around the target point. If so, it means a success of the level.

Each test was performed after the agent had been trained in 6 different environments with the learning rate $\alpha$ of 0.5 and the discount factor $\gamma$ of 0.6. The maximum value of time samples was set to be between 500 and 2,000, and the value of learning epochs between 500 and 1,000, depending on the size of the map.

4.1 Basic stealthy movements

![Fig. 6](image)

[Fig. 6] Test of capability of basic stealthy movements. With a limited perception area (blue area), the player agent moved along the gray path to avoid the views of two static cameras (orange area) and one patrolling guard, and finally succeeded in approaching the target point (green ball).

We let the virtual player move interacting with a dynamic environment shown in [Fig. 6], where obstacles hinder the player from straightly moving from the starting point (blue ball) to the target point (green ball). Two cameras (yellow dots) are on the watch for any infiltration and one mobile guard is patrolling along the red path. Here the only possibility for the player to win this level is to move along the vertical corridor using some maneuvers to avoid the detection (orange areas) of the multiple cameras and the enemy.

In the simulation, the virtual player secured a safe path (colored with blue). Specifically, the virtual player easily passed the first two cameras referring to the sensed data, but soon encountered an mobile enemy. By perceiving the enemy’s access, the agent decided to turn right for avoidance and met the situation that walls were in its way. By turing left and moving beside the wall, the agent reached the target point successfully.

4.2 Sensitive movements

![Fig. 7](image)

[Fig. 7] Test environment for sensitivity of our agent: there are six square-shaped walls at the center, around which six mobile guards are patrolling. Each of the four guards has its own path (red or blue arrows), and the other two patrol along a path (green dotted arrows) at a distance,
The main reason of using ANNs is that they enable us to deal with a large space of inputs and consequently allow the agent to sense changing situations efficiently. So it is important to check if the player reacts on change of environments in real time. On this purpose, we set a more complex and dynamic environment [Fig. 7], in which six guards patrolling around six square-shaped obstacles. In addition, the player needs to move from the upper-left corner to the target point in the bottom-middle sinkage.

As shown in [Fig. 8], the agent safely arrived at the target point by the following interesting sequence of actions: The agent started to move heading east, soon encountered a wall, so it turned right. At time 30, it had to turn right again not to collide with the FoV of an enemy going upward. It also determined to turn left two times to avoid another wall and another FoV. At time 55, the agent seemed to be almost caught, surrounded by a wall and enemy’s view, but it was able to find a path downward to escape as well as access to the target spot. Even though another enemy nearby the target point blocked the agent’s way, the agent used a maneuver and reached the target point.

4.3 Comparison with a RRT-based agent

In the map shown in [Fig. 9], an enemy is patrolling in the middle of the hall and the player has to move from the starting point in the left side to the target point in the right side. This kind of map may offer game users great fun, because there are some alcoves to be used for the users to temporarily hide themselves just before encountering the enemy. Also, such an environment configuration would provide the game users with an opportunity to challenge diverse strategies. Yet, when we simulated player behaviors by two different methods, RRT and RL, the obtained routes were significantly dissimilar.
5. Conclusions

In this study, we implemented an integrated learning model of Q-learning and artificial neural networks that can be useful in stealthy behavior simulation. This model is useful since in many stealth games, the game user has to decide actions based on restricted visual information from the monitor, and thus virtual agent having such sensing limitation simulates better realistic player behaviors. Our experimental results showed that the agent reacts sensitively to the dynamic changes around it, and thus in some cases its behaviors are more realistic than those of a RRT-based agent.

We encoded the relative direction of the agent to the target point into ten binary units, consisting of six target direction sensors and four player direction sensors. For the same purpose, nine units may be enough, one unit indicating one relative location among nine relative locations of target point to the current agent position. We represented the game screen by 25 binary values and the action of the player by five actions. If one increases the size of the screen to be handled and diversifies possible actions including the combat with guards and the disguise as an environmental object for hiding, then more interesting realistic behaviors can be obtained from the simulated virtual agent. Since real users in most genres can usually choose an optimal action given a state, our learning model can be extended to simulate another type of games such as role-playing, first-person shooter, or racing genres. It could be done just by setting available actions in the game as the outputs.
from the ANNs and adjusting the reward system according to the specified goals.
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