A NOTE ON THE SOLUTION OF A NONLINEAR SINGULAR INTEGRAL EQUATION WITH A SHIFT IN GENERALIZED HÖLDER SPACE

IOANNIS K. ARGYROS

Abstract. Using the center instead of the Lipschitz condition we show how to provide weaker sufficient convergence conditions of the modified Newton Kantorovich method for the solution of nonlinear singular integral equations with Curleman shift (NLSIES). Finer error bounds on the distances involved and a more precise information on the location of the solution are also obtained and under the same computational cost than in [1].

1. Introduction

In this note we are concerned with the problem of approximating a locally unique solution \( u^* \) of the following nonlinear singular integral equation with Curleman shift (NLSIES):

\[
(Q(u))(t) = a(t)u(t) + b(t)u(a(t)) + \frac{c(t)}{\pi i} \int_L \frac{u(\tau)}{\tau - t} d\tau \\
+ \frac{d(t)}{\pi i} \int_L \frac{u(\tau)}{\tau - \alpha(t)} d\tau - \frac{1}{\pi i} \int_L \left\{ \frac{F(\tau, u(\tau))}{\tau - t} + \frac{G(\tau, u(\tau))}{\tau - \alpha(t)} \right\} d\tau
\]

where \( L \) is a simple closed Lyapunov contour which divides the complex plane into the interior a domain \( D^+ \) and the exterior domain \( D^- \), \( u(t) \) is the unknown function to be determined and \( \alpha : L \to L \) is a
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homeomorphism which is shift preserving orientation, satisfying the Curleman condition:

\[ \alpha(\alpha(t)) = \alpha_2(t) = t, \quad t \in L, \]

whose derivative \( \alpha'(t) \) satisfied Hölder condition, \( \alpha'(t) \neq 0 \) for all \( t \in L \).

Here we are motivated by optimization considerations and the elegant paper by Amer [1].

We have observed that Lipschitz condition

\[ \|Q'(u_1) - Q'(u_2)\| \leq \ell_1 \|u_1 - u_2\| \]

used in [1, Lemma 1.6] is not really needed to show the main result in [1, Th.3.2]. Instead the weaker center Lipschitz condition

\[ \|Q'(u_0)^{-1}[Q'(u) - Q'(u_0)]\| \leq \ell_0 \|u - u_0\| \]

is needed. That is the proofs of all results in [1] using (2) go through with (3) replacing (2). Set

\[ \ell = \|Q'(u_0)^{-1}\| \cdot \ell_1. \]

In general

\[ \ell_0 \leq \ell \]

holds and \( \frac{\ell}{\ell_0} \) can be arbitrarily large [3], [2]. In contrast to [1] we provide the semilocal convergence result for the modified Newton’s method

\[ u_{n+1} = u_n - Q'(u_0)^{-1}Q(u_n) \]

in an affine invariant form. We refer the reader to [2] and the references there for the advantages of this approach.

2. Convergence analysis

**Theorem 1.** If the conditions of Theorem 2.1 and Lemma 3.1 in [1] with (3) replacing (2)

\[ u_0 \in H_{\varphi,m}(L) \text{ such that:} \]

\[ \|Q'(u_0)^{-1}Q(u_0)\| \leq \eta = J(\gamma_1)\gamma_2, \]
The solution of a nonlinear singular integral equation

(8) \[ h_0 = \ell_0 \eta \leq \frac{1}{2} \]

and

(9) \[ E_{\varphi,m}(u_0; r) \subseteq E_{\varphi,m}(u_0; r_0), \]

where,

(10) \[ r = \frac{1 - \sqrt{1 - 2h_0}}{\ell_0}, \]

then sequence \{u_n\} \((n \geq 0)\) generated by modified Newton method (6) is well defined, remains in the ball \(E_{\varphi,m}(u_0; r)\) for all \(n \geq 0\) and converges to a unique solution \(u^*\) of equation (1) in \(E_{\varphi,m}(u_0, r)\). Moreover the following estimates hold for all \(n \geq 0\)

(11) \[ \|u_n - u^*\| \leq \frac{a_0^2}{1 - a_0} \eta, \]

where,

(12) \[ a_0 = 1 - \sqrt{1 - 2h_0}. \]

The definition of \(J(\gamma_1), \gamma_2, H_{\varphi,m}(L)\) and \(E_{\varphi,m}(u_0; r)\) can be found in [1].

**Remark 2.** Set

(13) \[ h = \ell \eta \]

(14) \[ r_1 = \frac{1 - \sqrt{1 - 2h}}{\ell} \]

provided that the Newton-Kantorovich hypothesis [4]

(15) \[ h \leq \frac{1}{2} \]

holds,

(16) \[ a = 1 - \sqrt{1 - 2h}. \]

If equality holds in (5) then 1 reduces to Theorem 2.3 in [1]. Otherwise it is an improvement. Indeed note that in this case:

(17) \[ h \leq \frac{1}{2} \implies h_0 \leq \frac{1}{2} \]
but not vice versa;

\[ a_0 < a \]

and

\[ r < r_1. \]

The claims made in the introduction are justified.

Note also that if case (15) is violated but weaker condition (3) holds, then Theorem 3.2 in [1] cannot guarantee the convergence of sequence \( \{u_n\} \) to \( u^\ast \) (or the existence of \( u^\ast \)). However, our Theorem 1 can be used for this reason. Hence the applicability of the modified Newton method for solving equation (1) has been extended. Note also that the computational cost is less since the computation of \( \ell \) is more expensive than the computation of \( \ell_0 \). Moreover, condition (2) cannot even hold at all (in general) where weaker (3) may hold.
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