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Abstract There are many algorithms to improve the network traffic and to avoid losing packets in the network. This paper proposed determining the shortest paths for hops, which are in the middle of the source and destination. The shortest path in this paper means the fastest path between them. Recently, dynamic routing algorithm is currently used now but this paper suggests the fastest paths between the source and the destination is by using the record of the network traffic history. People are using the networking and the network traffic is always corresponding to how many people use the networking in specific time. Therefore, I can predict the network condition by referring to the history of network traffic record, and then the shortest path can be produced without using RIP too much. It will be helpful to improve the network traffic.
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1. Introduction

The Internet began with ARPANET and just e-mail triggered rapid growth in ARPANET, so the Web has triggered explosive growth in the Internet. Today, there are 100 million hosts connected to Internet networks; many users are in the 100s of millions. Hundreds of countries access the Internet and the growth of Internet hosts and users are still increasing dramatically [8]. The growth of Internet hosts and users is much faster than the growth of network traffic speed because of too many users. When we travel on the Internet, the network routers have to find out the path from source to destination and give the shortest path to users for destination. If we find the shortest path between them, we could get the result faster, unless it takes somewhat longer than the previous case. Determining the shortest path (the fastest path) for hops is important to communicate with destination and source. According to Roch Guerin, and Ariel Orda [1], finding minimum hops for all possible paths is the most efficient in order to get the shortest path in a certain
network. However, the path weight has to be considered additive and bottleneck weights.

To get the shortest path routing, use Dijkstra’s shortest path algorithm or Bellman-Ford algorithm, which is widely used for finding the shortest algorithm [2]. The shortest path algorithm is based on the graph theory. There are many algorithms to find the shortest path but they always pick the same path if their algorithms are correct. The only difference is the efficiency.

Let’s consider the sending and receiving packets mechanism. Whenever senders send packets to a destination, they consider the shortest paths between them to reduce the cost and estimated time to delivery. To get the best shortest path, they could use RIP (Routing Information Protocol) that sends routing-update messages at regular intervals when the network topology changes [8]. Dynamic routing helps to find the shortest path. When a router receives a routing update that includes changes to an entry, it updates its routing table to reflect the new route. RIP routers maintain only the best route (the route with the lowest metric value) to a destination. After updating its routing table, the router immediately begins transmitting routing updates to inform other network routers of the change. These updates are sent independently of the regularly scheduled updates that RIP routers send [3].

That is the current scheme for a dynamic routing algorithm to find the shortest paths. However, this paper introduces the new scheme for the static routing path to determine the short path without using too much RIP. All routers update their routing table regularly. However, if routers use the history of networking traffic information in specific time in each routing table and store it, it is then possible to send packets from source to destination without any referencing RIP.

Therefore, the router sends packets to other destinations without exchanging too much unnecessary routing information, sending, receiving and updating the routing table. It maybe contributes to reduced network traffic and reduced load of routing table updating processes because whether or not there are packets on the network, RIP information is exchanged automatically based on its timer. As shown in Figure 1, it is network traffic information for each time in a day. There are pick times and slow down periods in Figure 1. If many records of traffic history are collected as much as it can, the future network traffic will be able to be predicted without regularly using too much other routing information.

Also, this new scheme would use prediction theory, so it can forecast the future network traffic condition that is based on the history of the network traffic table for each time.

Network traffic depends on time and how many clients are connected in the local area network. Thus, it can be forecasted network traffic if there are many networking traffic information table in each day. Look at the network configuration, figure 2 and the network traffic information table, figure 2. If a mathematically predicted theory is used, it would be helpful to determine the shortest path for each time.

Therefore, it could deliver packets from source to destination in order to get the expected fast path without any too much routing information exchanging. It can also support routing algorithm and reduce network traffic. There must be peak time and idle time in a network path. Normally, weekdays in the morning and afternoon are peak time for networks and slow down is a little after business hours with a small increase at night between 8 to 11 pm. The pattern is quit predictable. Usually, network traffic factors could affect whole network traffic condition unexpectedly. However, it is not quite different between dynamic routing and static routing. Some packets may run fast and correct but some packets may slow down or sometimes be lost.
So overall speed of all packets represents as network speed. This paper focuses on increasing the overall speed in communication networks. The current routing algorithm is trying to increase packet speed by using a dynamic routing table that communicate to each router and update routing table to find out the fast path in each network. However, those kinds of efforts don’t make significant change in networking traffic situations in comparison to static routing algorithm and sometime it could make network traffic worse because of exchanging unnecessary routing information and updating the routing table regularly with each router in the network.

The paper expected that the static routing algorithm that is based on the history of the network traffic information and using mathematical prediction theory in order to help determine the fast path would be better than the dynamic routing algorithm.

2. System model

Here is a network model, figure 2. Suppose node 1 is the source and node 6 is the destination. Each node has a routing table and updates its routing table regularly.

Also, they exchange RIP (Routing Information Protocol) every 60 seconds and after 180 seconds, if no response is detected, they regard as it is not connected. [8]. Figure 2 shows 1 hop network cost in 10:00 am, so calculating the shortest path between node 1 and node 6 depends on the network traffic table.

It was actually tested in Castalia which is sensor network simulator tool. 6 network nodes are setup and given a weighting value (time spending) on each node to calculate network cost.

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Node 1 to 2 weight value</th>
<th>Node 1 to 3</th>
<th>Node 2 to 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>4/1</td>
<td>10:00</td>
<td>1.8ms</td>
<td>1.9ms</td>
<td>1.8ms</td>
</tr>
<tr>
<td>4/1</td>
<td>10:10</td>
<td>1.9ms</td>
<td>1.8ms</td>
<td>1.0ms</td>
</tr>
<tr>
<td>4/1</td>
<td>10:20</td>
<td>2.0ms</td>
<td>2.1ms</td>
<td>2.0ms</td>
</tr>
<tr>
<td>4/1</td>
<td>10:30</td>
<td>2.1ms</td>
<td>2.1ms</td>
<td>2.0ms</td>
</tr>
<tr>
<td>4/1</td>
<td>10:40</td>
<td>2.2ms</td>
<td>2.0ms</td>
<td>2.2ms</td>
</tr>
<tr>
<td>4/1</td>
<td>11:00</td>
<td>2.3ms</td>
<td>2.5ms</td>
<td>2.5ms</td>
</tr>
</tbody>
</table>

*Figure 3, the values of inside are actual network speed.
*Each weight value is an average of everyday in specific time
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The shortest path between node 1 and node 6

<table>
<thead>
<tr>
<th>Time</th>
<th>The shortest Path</th>
<th>Total time to reach</th>
</tr>
</thead>
<tbody>
<tr>
<td>10:00</td>
<td>1 → 2 → 5 → 6</td>
<td>6.7ms</td>
</tr>
<tr>
<td>10:10</td>
<td>1 → 2 → 5 → 6</td>
<td>6ms</td>
</tr>
<tr>
<td>10:20</td>
<td>1 → 3 → 4 → 6</td>
<td>7ms</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>14:00</td>
<td>1 → 3 → 4 → 6</td>
<td>10ms</td>
</tr>
<tr>
<td>14:10</td>
<td>1 → 3 → 5 → 6</td>
<td>14ms</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>20:00</td>
<td>1 → 3 → 4 → 6</td>
<td>11ms</td>
</tr>
<tr>
<td>20:10</td>
<td>1 → 2 → 4 → 6</td>
<td>12ms</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

[Figure 5] The Elapsed Time for the Shortest Path

\[
\begin{array}{c|c|c|c|c|c}
 n & x & y & x^2 & y^2 & xy \\
\hline
 1 & 1 & 1.8 & 1 & 3.24 & 1.8 \\
 2 & 2 & 1.9 & 4 & 3.61 & 3.8 \\
 3 & 3 & 2.0 & 9 & 4 & 6 \\
 4 & 4 & 2.1 & 16 & 4.41 & 8.4 \\
 5 & 5 & 2.2 & 25 & 4.84 & 11 \\
 6 & 6 & 2.2 & 36 & 4.84 & 13.2 \\
 7 & 7 & 2.3 & 49 & 5.29 & 16.1 \\
\hline
\text{Sum} & 28 & 14.5 & 140.0 & 30.2 & 60.3 \\
\hline
\text{Average} & 4 & 2.1 & 20.0 & 4.3 & 8.6 \\
\end{array}
\]

[Figure 6]

This paper can simulate to determine the shortest path based on the history of network traffic records and also it will show the difference between the actual shortest path and calculate the shortest path. Figure 3 shows one hop network weight between each node at 10:00 am. The weight value between two nodes is the prediction value of weight at 10:00 am which means it collects records of weight values at every 10:00 am in during the week. Figure 4 shows how the prediction value has been calculated.

Therefore, according to Figure 4, the shortest path between node 1 and node 6 is going to be 1→2→5→6. The total cost is 6.7 ms. That is the expected cost, but it is can be a different current dynamic algorithm because the network condition always depends on how many users are using the network or how many packets are currently delivering on the network path. In fact the actual shortest path may be different from this path, but it can be ignored because that is not going to be a big difference.

Suppose it sends packets on the network like figure 1-1, and we calculate the network cost such as when sending, receiving packets and exchanging RIP, updating routing table in every 60 seconds. New system model sends RIP information in every 10 minutes, and then updates the routing table and network traffic table when it gets RIP from its neighbor node.

Now, it is time to predict a certain time of network traffic information by using the mathematical method such as the linear least squares fitting technique because we have only a 10 minutes period between routing information. The linear least squares fitting technique [7][4][6][5] is the simplest and most commonly applied form of linear regression and provides a solution to the problem of finding the best fitting straight line through a set of points if the relation between time and network traffic data are a line. In this case suppose time and network traffic are supposed to be a correlation from 10:00 am to 11:00. RIP information can be exchanged every 10 minutes, thus the routing table also updates every 10 minutes like figure 3. Therefore, if the source sends a packet to destination at 10:05, the network traffic needs to be calculated by the linear least squares fitting technique. Because we knew the time and network traffic but were not certain about the time’s network traffic information, the network traffic at 10:05 could be measured by using another data set. 10:05 is in range of figure 4, so it can be calculated.

Let \( x \) be the time variable and \( y \) be a network traffic weight value.

Suppose that the data points are \((x_1,y_1),(x_2,y_2),\ldots,(x_n,y_n)\), where \( x \) is the independent variable and \( y \) is the dependent variable. The fitting curve \( f(x) \) has the deviation (error) \( d \) from each data point, i.e.,

\[
d_1=y_1-f(x_1), \quad d_2=y_2-f(x_2), \ldots, \quad d_n=y_n-f(x_n).
\]

According to the method of least squares, the best fitting curve has
the property that:

\[ \Pi = d_1^2 + d_2^2 + \ldots + d_n^2 = \sum_{i=1}^{n} d_i^2 = \sum_{i=1}^{n} [y_i - f(x_i)]^2 = a \text{minimum} \]

In this case, it is supposed to have the linear relationship between time and network traffic from 10:00 to 11:00, so we can apply this to the least-squares line uses a straight line.

\[ y = a + bx \quad \text{(the linear relationship of time and network traffic)} \]

to approximate the given set of data, \((x_1,y_1),(x_2,y_2),\ldots,(x_n,y_n)\), where \(n \geq 2\). The best fitting curve \(f(x)\) has the least square error, i.e.,

\[ \Pi = \sum_{i=1}^{n} [y_i - f(x_i)]^2 = \sum_{i=1}^{n} [y_i - (a + bx_i)]^2 = \min \]

Please note that \(a\) and \(b\) are unknown coefficients while all \(x_i\) and \(y_i\) are given. To obtain the least square error, the unknown coefficients \(a\) and \(b\) must yield zero first derivatives.

\[
\begin{align*}
\frac{\delta \Pi}{\delta a} \Pi &= 2 \sum_{i=1}^{n} [y_i - (a + bx_i)] = 0 \\
\frac{\delta \Pi}{\delta b} \Pi &= 2 \sum_{i=1}^{n} x_i [y_i - (a + bx_i)] = 0
\end{align*}
\]

Expanding the above equations, we have:

\[
\begin{align*}
\sum_{i=1}^{n} y_i &= a \sum_{i=1}^{n} 1 + b \sum_{i=1}^{n} x_i \\
\sum_{i=1}^{n} x_i y_i &= a \sum_{i=1}^{n} x_i + b \sum_{i=1}^{n} x_i^2
\end{align*}
\]

The unknown coefficients \(a\) and \(b\) can therefore be obtained:

\[
\begin{align*}
a &= \frac{(\sum y)(\sum x^2) - (\sum x)(\sum xy)}{n(\sum x^2) - (\sum x)^2} \\
b &= \frac{n(\sum xy) - (\sum x)\sum y}{n(\sum x^2) - (\sum x)^2}
\end{align*}
\]

where \(\sum\ldots\) stands for \(\sum_{i=1}^{n}\).

Therefore, we get \(y\) line for time and network, so we can predict the network traffic information at 10:05 by using this method. We can get the results of \(x, y, x^2, y^2,\) and \(xy\).

Figure 4 is based on Figure 3 for node 1 to node 2 only.

\[ a = \frac{(14.5 \times 140 - 28 \times 60.3)}{(7 \times 140 - 28 \times 28)} = 1.7429 \]

\[ b = \frac{(7 \times 60.3 - 28 \times 14.5)}{(7 \times 140 - 28 \times 28)} = 0.0821 \]

Thus, \(y = 1.7429 + 0.0821x\)

If it gets network traffic at 10:05, then it assigns \(x\) value as 1.5. 10:00 is assigned to 1, so 10:05 is between 10:00 and 10:10, so it will be 1.5. That means \(x\) is equal to 1.5, \(y\) is equal to 1.7429 + 0.0821 x 1.5 = 1.8061. According to Figure 3, this result sounds acceptable.

3. CONCLUSION

This paper focused on reducing unnecessary information and improvement of network traffic by using the linear least squares fitting technique, which is required to the linear relationship between factors, but fortunately in this case, I supposed that there is a linear relationship between time and network traffic, so it would be applied to this case. It should require that applying \(n^{th}\) Degree Polynomials will be the future work in this paper.
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