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this work a total of 16 innermost subregions covering the whole eastern coast of Korea are studied. In each subregion, the comparison of numerical results with log-normal distribution function is made.

The paper is organized as follows. The numerical model is described in section 2. The choice of the basic equations depends on the size of modeled area and either cartesian or spherical coordinate system is applied accordingly. Typically, spherical linear model is used for the large area in the open ocean, whereas cartesian nonlinear model with moving boundary and friction is applied to the coastal zone. Algorithms for dynamic interfacing are described. Numerical results for the 1983 event are given in section 3. They are compared with observed data. Also the evolution of the distribution function of the wave heights with distance is investigated. It is shown that the distribution function tends to the log-normal curve for long distance from the source.

2. Numerical model

2.1 Basic equations

For a tsunami propagating in deep ocean, both the frequency dispersion and Coriolis force can play important roles. On the other hand, the wave steepness of this distant tsunami is so small that the nonlinear convective inertia force can be ignored. As tsunamis propagate into the shallow-water region, the wave amplitude increases and the wavelength decreases due to shoaling. The nonlinear convective inertia force becomes increasingly important, which are discussed by Murty

3. In the very shallow water, the bottom frictional effects become significant, while the significance of the frequency dispersion diminishes. Therefore, the nonlinear shallow-water equations including bottom frictional terms should be used in the description of the tsunami run-up. The multi-grid coupled finite difference model is constructed to simulate the whole process of tsunami generation, propagation and run-up. In the model, either the linear or the nonlinear version of the shallow-water equation with different type of coordinate system (i.e. Cartesian or Spherical) can be assigned to a specific region. These sub-regions are dynamically connected and any ratio of grid sizes can be used for the connection of two adjacent sub-regions. The entire computational domains are divided into four sub-regions (Fig. 2(a)) for parallel connecting scheme and five sub-regions (Fig. 2(b)) for inclined connecting scheme. Fig. 3 shows the total 16 innermost subregions studied in this work, which covers the entire
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In equations above, ζ is an elevation of the sea surface above the undisturbed level, φ and χ are the latitude and longitude (x and y are projections of φ and χ), P and Q are the discharges per unit width in the direction of φ and χ respectively, h is the undisturbed level, H is the total depth of water (H = h + ζ), R is the radius of the earth, g is the acceleration of gravity, τυ, τv are the bottom frictions, f is the Coriolis parameter.

- Region A: the mesh size is 0.333 minute and the time step 1 sec. The spherical coordinates and linear shallow-water Eq. (1) are used.

- Region B:
  - for parallel connection, the mesh size is 125 m and the time step 0.5 sec;
  - for inclined connection, the mesh size is 150 m and the time step 0.5 sec;
  - For both cases the Cartesian coordinates and linear shallow-water equations are used as:

\[
\frac{\partial \zeta}{\partial t} + \frac{\partial P}{\partial x} + \frac{\partial Q}{\partial y} = 0
\]

\[
\frac{\partial P}{\partial t} + gh \frac{\partial \zeta}{\partial x} = 0
\]

\[
\frac{\partial Q}{\partial t} + gh \frac{\partial \zeta}{\partial y} = 0
\]

(2)

- Regions C: for parallel connection, mesh size is 25 m and time step 0.25 sec.

The Cartesian coordinates and nonlinear shallow-water equations with moving boundary and bottom friction (\(=0.013\)) are used as:

\[
\frac{\partial \zeta}{\partial t} + \frac{\partial P}{\partial x} + \frac{\partial Q}{\partial y} = 0
\]

\[
\frac{\partial P}{\partial t} + \frac{\partial}{\partial x} \left( \frac{P^2}{H} \right) + \frac{\partial}{\partial y} \left( \frac{PQ}{H} \right) gh \frac{\partial \zeta}{\partial x} + \tau_v H = 0
\]

\[
\frac{\partial Q}{\partial t} + \frac{\partial}{\partial x} \left( \frac{PQ}{H} \right) + \frac{\partial}{\partial y} \left( \frac{Q^2}{H} \right) gh \frac{\partial \zeta}{\partial y} + \tau_v H = 0
\]

(3)

For inclined connection, the mesh size is 106.066 m and the time step 0.25 sec.

The Cartesian coordinates and linear shallow-water Eq. (2) are used for this area.

- Regions D: For inclined connection. The mesh size is 35.353 m and time step 0.125 sec. The Cartesian coordinates and nonlinear shallow-water equations with moving boundary and bottom friction (3) are used for this area.

As seen here, the ratio of the grid size between region O...
and region A is 1:3, that of region A and region B is 1:4 for both schemes. For parallel connection, the ratio of grid the size between region B and region C is 1:5, and for inclined connection, 1:√2. Between regions C and D the ratio is 1:3. The connecting boundary scheme is applied to the interfacial boundary so that adjacent two sub-regions are dynamically coupled. The outer(lateral) boundary of region O is treated as a radiated open boundary.

2.2 Numerical scheme

In the present work, the second order explicit leap-frog finite difference scheme is used for the discretization of linear terms in the governing equations over the staggered grid system. The finite difference equations for the linear shallow equations are proposed as (Abbott et al.):

\[
\begin{align*}
\frac{P_{i+1/2,j}^{n+1} - P_{i-1/2,j}^{n}}{\Delta t} + \frac{Q_{i+1/2,j}^{n+1} - Q_{i-1/2,j}^{n}}{\Delta x} + \frac{Q_{i,j+1/2}^{n+1} - Q_{i,j-1/2}^{n}}{\Delta y} &= 0 \\
\frac{P_{i+1/2,j+1}^{n+1} - P_{i+1/2,j-1}^{n}}{\Delta t} + \frac{Q_{i+1/2,j+1}^{n+1} - Q_{i+1/2,j-1}^{n}}{\Delta x} + \frac{Q_{i+1,j}^{n+1} - Q_{i+1,j}^{n}}{\Delta y} &= 0
\end{align*}
\]

(4)  (5)

The nonlinear shallow water momentum equations. The bottom friction is modeled by using Manning’s formula. The finite difference schemes for convective terms and the treatment of open and moving boundary conditions are the same as those used in Liu et al. The detailed discussion on the treatment of connecting boundary will be given in section 2.4.

2.3 Moving boundary treatment

In carrying out numerical computations, the computational domain is divided into finite difference grids. Initially, the free surface displacement is zero everywhere, as are the volume fluxes. When the grid point is on dry land, the “water depth,” \( h \), takes a negative value and gives the elevation of the land measured from the mean water level. Fig. 5 shows a schematic sketch of the moving boundary treatment used in the study (Liu et al., Cho and Yoon). The SWL represents the mean water level and \( H \) denotes the flooding depth in Fig. 5. In a land(dry) cell the total depth, \( H = h + \xi \), has a negative value. On the other hand, the wet cell has a positive \( H \) value. The interface between the dry cells and wet cells defines the shoreline. The continuity equation in conjunction with boundary conditions along offshore boundaries is used to find free surface displacements at the next time step in the entire computational domain, including the dry(land) cells. The free surface displacement at a dry land grid remains zero because the volume fluxes are zero at the neighboring grid points. At a shoreline grid, the total depth, \( H \), is updated. A numerical algorithm is needed to determine if the total water depth is high enough to flood the neighboring dry

![Fig. 4 The staggered finite difference grid system](image)
(land) cells and hence to move the shoreline. The momentum equations are used to update the volume fluxes in the wet cells only. To illustrate the moving boundary algorithm, the one-dimensional case is used as an example. As shown in Fig. 5, the real bathymetry has been replaced by a staircase representation. The total depth, $H$, is calculated and recorded at grid points $i-1$, $i$, and $i+1$, while the volume flux is computed at grid points $i-1/2$, $i+1/2$ and $i+3/2$. As shown in Fig. 5(a), the $i$-th cell is a wet cell in which the total depth is positive and the $(i+1)$-th cell is a dry(land) cell in which the total depth is negative and the volume fluxes are zero. The shoreline is somewhere between the $i$-th and the $(i+1)$-th grid points. Then, the volume flux at the $(i+1/2)$-th grid point is assigned to be zero. Therefore, the shoreline does not move to the on-shore direction. When the water surface is rising as shown in Fig. 5(b), however, the volume flux at the $(i+1/2)$-th grid point is no longer zero. The shoreline may move one grid point to the on-shore direction. After the total depth has been updated from the continuity equation, the following algorithm is used to determine whether or not the shoreline should be moved. If $H>0$, possible cases can be summarized as,

- If $H_i \leq 0$ and $H_{i+1} + \zeta_i \leq 0$, then the shoreline remains between grid points $i$ and $i+1$ and the volume flux $P_{i+1/2}$ remains zero.
- If $H_i \leq 0$ and $H_{i+1} + \zeta_i > 0$, then the shoreline moves to grid points $i+1$ and $i+2$. The volume flux $P_{i+1/2}$ may have a nonzero value, while $P_{i+3/2}$ is assigned to be zero. The flooding depth is $H_f = h_i + \zeta_i$.
- If $H_i > 0$, then the shoreline moves to grid points between $i+1$ and $i+2$. The volume flux $P_{i+1/2}$ may also have a nonzero value, while $P_{i+3/2}$ has a zero value. The flooding depth is $H_f = \max(h_{i+1} + \zeta_i, h_{i+1} + \zeta_{i+1})$.

In the above cases, the time-step index has been omitted for simplicity. The algorithm is developed for a two-dimensional problem and the corresponding $y$-direction algorithm has the same procedure as that for the $x$-direction. To save computing time, the regions that represent permanent dry(land) can be excluded from the computation by installing a depth criterion. Moreover, when $H$ is very small, the associated bottom friction term become very large and, accordingly, a lower bound of the water depth is used to avoid the difficulty. The finite difference approximation for the continuity equation correctly accounts for positive and zero values of the total depth on each side of a computational grid. The treatment of flooding and ebbing grid cells guarantees mass conservation while accounting for the flooding and ebbing of land. The occurrence of a zero value for the total depth $H$ on one side of a cell implies zero mass flux until $H$ becomes positive. A grid cell is considered, as dry cell only if the total water depths at all sides are zero or negative.

2.4 Algorithm for dynamic interfacing

2.4.1 Parallel connecting boundary condition

We briefly describe the technique for exchanging information between two sub-regions of different grid sizes. As shown in Fig. 6, a smaller grid system is nested in a larger grid system with the ratio of 1:3. The arrows represent the volume fluxes, $P$ and $Q$, across each grid cell, while circles and dots indicate the locations where the free surface displacement is evaluated.

At a certain time level, volume fluxes in both large and small grid systems are determined from the momentum equations, with the exception of volume fluxes for the smaller grid system along the boundaries between two sub-regions. These data are determined by interpolating the neighbouring volume fluxes from the large grid system.
The free surface displacement at the next time level for the small grid system can be calculated from the continuity equation. Usually the time step size for the smaller grid system is also smaller than that used in the larger grid system to satisfy the Courant-Friedrichs-Lewy condition, which is $c\Delta t/\Delta x < 1$. Therefore, the volume fluxes along the boundary of the small grid system at the next time level must be obtained by interpolating the neighbouring volume fluxes obtained from the large grid system over a larger time interval. After the free surface displacements in the small grid system are calculated up to the next time level of the large grid system, the free surface displacements in the large grid system are updated by solving the continuity equation.

Let us describe these procedures step by step. Fig. 7 shows the time axis for the outer grid ($t_{\text{out}}$) and the inner grid ($t_{\text{in}}$). The circle and the cross represent the time step at which free surface elevation and volume fluxes are calculated, respectively. It is noted that the time step size of outer grid is twice as large as that of inner grid. Suppose all flux values in the inner and the outer region are known at time level $t = t^*$. And now we need to solve the inner and the outer region values at the next time step.
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Fig. 7 The time axis for outer grid (t_*out) and the inner grid (t_*in)

(1) Obtain the free surface elevation at $t_*^{n+1/2}$ in the outer region by solving continuity equation.

(2) To solve the continuity in the inner region, however, we need to have the flux information along the connected boundary at $t_*^n$. So the flux values in the outer grid at the connected boundary are linearly interpolated and then those interpolated values are assigned to the flux in the inner grid at the boundary.

(3) Obtain the free surface elevation at $t_*^{n+1/4}$ in the inner region by solving continuity equation.

(4) Obtain the flux values at $t_*^{n+1/2}$ in the inner region by solving momentum equation.

(5) To obtain the free surface elevation at $t_*^{n+3/4}$ in the inner region, we should have the flux information along the connected boundary at $t_*^{n+1/2}$. To get this information we can do in following way. First, since we already know the free surface elevation at $t_*^{n+1/2}$ and flux at $t_*^n$ in the outer region, the flux in the inner region along the connected boundary at $t_*^{n+1}$ can be obtained by solving linear momentum equation locally. This can be regarded as a predicted value of flux at $t_*^{n+1}$. Second, the outer flux values at $t_*^n$ and $t_*^{n+1}$ are time averaged to get outer flux values at $t_*^{n+1/2}$. And these values are linearly interpolated along the connected boundary. Those spatially and timely averaged flux values are assigned to the flux in the inner grid at the boundary.

(6) Obtain the free surface elevation at $t_*^{n+3/4}$ in the inner region by solving continuity equation.

(7) To transfer the information from the inner region to the outer region, the free surface elevation in the inner region is spatially averaged over the grid size of the outer region. These spatially averaged elevation values at $t_*^{n+3/4}$ are then time averaged with those at $t_*^{n+1/4}$ in inner region. These spatially and timely averaged elevation values in the inner region update the elevation values at $t_*^{n+1/2}$ in the outer region.

(8) Obtain the flux values at $t_*^{n+1}$ in the inner region by solving momentum equation.

(9) Obtain the flux values at $t_*^{n+1}$ in the outer region by solving momentum equation. This can be regarded as a corrected value of outer flux at $t_*^{n+1}$.

By iterating from step (5) to (9) until the difference between two iterated values is smaller than the error criteria, the converged solution of inner and outer flux across the connecting boundary can be obtained. In our experience, however, this additional iteration is not necessary when the non-linearity is small.

2.4.2 Inclined connecting boundary condition

When the coastline in the region of interest is slanted, it is difficult to represent the accurate coastline with the finite difference grid system unless the grid size is relatively small. If the coastline is not much indented, it can be more accurately represented by rotating the axis of grid system to be parallel to the coastline. A new method is developed for dynamically connecting the rotated sub-region with the outer grid system(Fig. 8).

At this stage, the inclined connecting boundary condition method can be used for the Cartesian grid system with linear governing equations.

The ratio of grid sizes between the inner fine grid and outer coarse grid is in the ratio of 1:$\sqrt{2}$ and fixed. The time step size in inner grid system should be same as that of the outer grid system. ( $dt_* = dt_1$). The general procedure for inclined connecting boundary condition method is shown below.

(1) Obtain the free surface elevation at $t_*^{n+1/2}$ in the inner and outer region by solving continuity equation, respectively.

(2) The calculated free surface elevation in inner and outer region is exchanged through interpolation at $t_*^{n+1/2}$.

(3) Obtain the flux values at $t_*^{n+1}$ in the inner and outer region by solving momentum equation with the exchanged free surface elevation.

(4) The calculated flux values in inner and outer region are exchanged through interpolation at $t_*^{n+1}$.

2.4.3 Numerical experiments

To examine the connecting boundary condition, numerical
experiments to test the nested model by checking the propagation and the reflection of tsunami wave across the connecting boundary were performed. A sequence of snapshots of free-surface displacement for the propagation of tsunami wave across the connecting boundaries placed in parallel and inclined manner, are shown Figs. 9 and 10. It is seen that the wave propagation is smooth and that there is no significant numerical error when the wave across the boundaries of four regions of different grid resolution, suggesting the connecting boundary condition seems to exchange the information between two adjacent regions very well.

2.5 Fault parameters for source region

Among the several fault parameters of the 1983 Central East Sea earthquake, the Aida Model-10 is now considered as the best estimate, because it explains well the total tsunami energy and the distribution of tsunami energy. Table 1 shows the accepted fault parameters by Aida Model-10(Aida).

The initial surface profile is determined by the method of Mansinha and Smylie, which assumes that the initial surface profile is the same as the movement of vertical dislocation of sea-bed when the speed of vertical dislocation
of plate is faster than the celerity of the propagation of the long wave. Fig. 9 shows the estimated fault dislocation of the 1983 Central East Sea earthquake corresponding the initial sea surface profile.

2.6 Bathymetry and coastal-topography data

We have compiled all the available topographic data along with digitization of hydrographic charts including Chinese and Russian navigation charts and Korean hydrographic charts to produce 1 minute gridded topography and bathymetry dataset for the region 117°-143° East longitudes and 24°-52° North latitudes. A certain effort was made to correct depths at chart datum to local MSL and then smoothing algorithm was applied to remove discontinuity arising from different region of charts. Topography data sampled at 1-minute interval was taken from USGS GTOPO30 dataset, which has approximately 1-kilometer resolution(30arcsec). This one minute gridded topographic and bathymetric dataset created in the present study could suffice for modeling of tsunamis propagation over the distant source, which is the most oceanographic problem. However, tsunami phenomenon and storm surge inundation modeling at coastal region require more detailed coastal topography and bathymetry at shoreline boundaries.

Another laborious work digitizing the coastal bathymetric map(1:25,000 scale map from NGI(National Geographic Institute) and KIGAM(Korea Institute of Geoscience and Mineral Research) charts for offshore region, respectively) were performed and merged with DEM dataset to produce 1 arcsecond(abtou 30m) gridded topographic and bathymetric dataset for southern Korea and neighbouring coastal area (Fig. 10). The mentioned charts from NGI, KIGAM have been prepared during last 20 years or so, therefore they
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![Graph showing tsunami run-up height along the east Korean coast for the 1983 tsunami event.]

Fig. 11 Observed tsunami run-up height along the east Korean coast for the 1983 tsunami event (NIDP). The 1983 Central East Sea earthquake has induced the tsunami waves flooded the Japanese, Korean and Russian coasts of the East Sea. The post tsunami run-up survey at the east Korean coast due to this 1983 tsunami event were performed by Japanese Disaster Prevention Research Institute with the assistance from the Office of Hydrographic Affairs and the Korea Meteorological Administration (Tsui et al.\(^ {10} \)) but the survey was limited in terms of run-up heights measurement. NIDP\(^ {10} \) performed re-investigation for this event and gathered tsunami run-up heights at 24 points. Results of the updated measured wave heights in 21 coastal points along the eastern coast of Korea are presented in Fig. 11. The wave height varies from the minimal value of 1.42m (Galnam Port) to the maximal value of 5.1m and 7.5m (Port of Imwon and up reach of the river). As usual, the variation of the wave height is related with the features of the bottom and coastal relief. More convenient to present observed data is to use the distribution function of tsunami heights. Due to random bottom topography, the density of the distribution function should be described by log-normal curve (Van Dorn\(^ {11} \), Kajiura\(^ {12} \), Choi et al.\(^ {13} \)).

\[
f(H) = \frac{1}{H \sigma \sqrt{2 \pi} \ln 10} \exp \left( - \frac{(\log H - a)^2}{2 \sigma^2} \right) \tag{7}
\]

Where \( H \) is the maximal value of run-up height for each coastal point in meters, \( a \) is a mean value of \( \log H \) and \( \sigma \)

![Distribution function of tsunami heights along the east Korean coast. May 26, 1983. Comparison with observed data.]

Fig. 12 Distribution function of tsunami heights along the east Korean coast. May 26, 1983. Comparison with observed data.
is the standard deviation of log $H$. For observed data of the 1983 tsunami presented in Fig. 11 parameters of the distribution are $\rho=0.454$ and $\sigma=0.152$. The distribution function obtained by integrating (7) can be presented in the universal form (Choi et al.\cite{18}).

$$f(\xi) = \frac{1}{\sqrt{2\pi \ln 10}} \int_{\xi}^{\infty} \exp\left(-\frac{1}{2}(\log \theta)^2\right) d\theta$$  \hspace{1cm} (8)

Where,

$$\xi = \left(\frac{H}{\bar{H}}\right)^{1/\rho}, \quad \bar{H} = 10^n$$  \hspace{1cm} (9)

and this is convenient to compare data of different tsunamis. The distribution function for the 1983 tsunami obtained on observed data is given in Fig. 12. Here the solid line is the theoretical curve (8) and dots are the obtained from

Fig. 13 Snapshots of images of computed sea elevation for tsunami on May 26, 1983 in the East Japan Sea
the observed data. As it can be seen, the agreement is well, and the log-normal curve is a good approximation of the real distribution function.

The snapshots of tsunami propagation from the source to the coast are shown in Fig. 13, which shows the general pattern of wave propagation in the East Sea. The characteristic tide-gauge records of tsunami at Mukho(37° 32'50"N, 129° 07'06"E) and Sokcho(38° 12'14"N, 128° 35'50"E) are presented in Fig. 14 and the calculated tide-gauge records of tsunami at the same points are shown in Fig. 15. As shown in Fig. 14, the first tsunami wave arrived in the mid-eastern coast of Korea(Mukho and Sokcho) at 13:40, May 26, 100 minutes after the earthquake occurred in central East Sea at 11:59, May 26. The time series of simulation results(Fig. 15) also shows the arrival time of around 100-110 minutes, indicating that the accuracy of model performance is acceptable.

The numerical model is used to calculate tsunami run-up heights along the eastern coast of Korea, and computed data is presented in Fig. 16. Comparison of calculated and observed tsunami run-up height is given in Fig. 17. As it can be seen, the comparison is good for many coastal points and this shows good applicability for description of the real tsunami event.

Numerical results are also used to analyze the distribution function of tsunami run-up heights for different innermost subregions. The distribution function for each subregion and the comparison with the log-normal form is shown in Fig. 18. Distribution function in each sub-region(region 01 -region 15) agrees very well with the log-normal form. However, subregion 11 shows slight discrepancy between distribution function and log-normal form. This deviation could be caused by the characteristic of local bathymetry in subregion 11. Further research would be needed to fully understand this feature.

The distribution function for the whole subregions is shown in Fig. 19. It is clearly seen that distribution functions tends to the log-normal form and represent a bathymetric features of the coastal zone. These numerical experiments confirm the theoretical hypothesis that real inhomogeneous bottom relief is a major factor determining the log-normal character of the distribution function.

4. Conclusion

In the present study, dynamic interfacing algorithms for parallel and inclined connecting boundaries are developed and applied to real tsunami situations. Numerical simulations of 1983 tsunami have shown a good agreement with the observed data in terms of the arrival time of the tsunami and maximum run-up heights along the eastern coast of Korea.

Calculations with different grid sizes demonstrate that the bottom irregularity in the coastal zone is a major factor influencing on the form of the distribution function and
its closeness to the log-normal distribution. It is demonstrated that the distribution function for each subregion as well as for the whole summation of subregions is quite close to the log-normal form. These results confirm the theoretical idea of the form of the tsunami distribution function proposed by Van Dorn. 

In certain subregion the distribution function deviates from the log-normal form. Although the deviation is quite small, a further investigation would be needed to understand the cause of this difference.
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Fig. 18 The distribution function for each subregion and the comparison with the log-normal form.

Fig. 19 The distribution function for the whole subregions and the comparison with the log-normal form.


