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An important use of data warehousing is to provide temporal views over the history of source data. It is significant that nearly all data warehouses are dependent on relational database technology, yet relational databases provide little or no real support for temporal data. Therefore, it is difficult to obtain accurate information for time-varying data. In this paper, we are going to design a temporal data warehouse to support time-varying data efficiently. For this purpose, we present a method to support temporal query by combining a temporal query process layer with the relational database which is used as a source database in an existing data warehouse. We introduce the Temporal Aggregate Tree Strategy (TATS), and suggest its algorithm for the way to aggregate the time-varying data that is changed by the time when the temporal view is created. In addition, the TATS and the materialized view creation method of the existing data warehouse have been evaluated. As a result, the TATS reduces the size of the fact table and it shows a good performance for the comparison factor in case of processing the query for time-varying data.

I. INTRODUCTION

Data warehousing is an application field which deals with continuously time-varying data [1]. It is significant that nearly all warehouses are dependent on relational database technology, yet the relational database model provides little or no real support for temporal data. Objects in the real world are generally perceived to be time-varying. However, relational databases do not capture temporal aspects of the real world. Rather, they only represent a snapshot of real world objects at some instant of time. Therefore, it is difficult to obtain accurate information for time-varying data. Clients of the warehouse may be interested not only in the most up-to-date information, but also in the history of how the source data has evolved. It is therefore important that the warehouse should support temporal queries.

In this paper, first of all, to support temporal data in data warehousing, we combine the temporal layer with the relational database management system which is used as a source database (Fig. 1). Here, we use a layered architecture. A temporal layer (temporal query process system) can obtain accurate information for time-varying data by using the temporal query language. The temporal aggregate function, which is not provided by the existing relational database, provides the various kinds of functions that treat time-varying data. Furthermore, since this is an aggregate function for the time attribute, the history of the event that is occurred in the current world can be processed effectively.

Second, for the way to provide a more accurate temporal materialized view for the time-varying data, the summary table is created using the TATS. The TATS stands for the Temporal Aggregate Tree Strategy. The TATS can be easily used for creating the constant interval set and the time partition by creating the binary tree from the relation that is not ordered in the basis...
of the time attribute. The TATS is performed in three steps. In
the first step, it creates a binary tree by retrieving the tuples that
satisfy the condition from the fact table of the data warehouse.
In the second step, it creates a temporary relation from the
created binary tree. In the third step, it creates a temporal mate-
rialized view after aggregating the temporary relation by using
the temporal aggregate function.

Finally, the creation method of the materialized view for the
existing data warehouse and the data warehouse that uses the
suggested TATS have been compared. To compare the perfor-
mance of the existing data warehouse and the suggested TATS,
we evaluate 1) the disk space needed in case of creating the fact
table, 2) the number of disk accesses in case of processing the
query, and 3) the required size of the memory in case of pro-
cessing the aggregate function for creating the summary table.

Providing temporal views over non-temporal source data is a
very useful feature of a data warehouse. The objective of this
paper is to obtain more accurate information for the data, which
varies with time by supporting temporal data in a data ware-
house. The temporal data warehouse that uses the TATS makes
it easy to manage the data that changes by the time by record-
ing the events occurred in the real world clearly. Many applica-
tions will benefit from such a temporal data warehouse. For
example, a warehouse that stores daily bank account balances
can provide audit logs. A company may use a temporal ware-
house to keep track of periodic marketing and income figures.

Recently, the interests in the data warehouse have increased,
and related research in progress is very active. An important
use of data warehousing is to provide temporal views over the
history of source data. In a recent paper [2], Yang and Widom
are interested in techniques by which the warehouse can mate-
rilize relevant temporal views over the history of non-
temporal source data. In the paper, views in the data warehouse
are constructed from the conceptual temporal base relations
using temporal algebra operators. However, it does not mention

the aggregation of the temporal data.

Many view maintenance researches have been studied. In [3],
it introduces a new algorithm, Eager Compensating Algorithm
(ECA), that eliminates the anomalies. [4] and [5] study an effi-
cient evaluation of self-maintainability. In [6], it describes an
algorithm called 2 VNL that allows warehouse maintenance
transactions to run concurrently with readers. However, these
researches are dependent on only conventional (relational)
databases as a source database. Therefore, it is difficult to
obtain accurate information for time-varying data. In this paper,
to support temporal data, we combine the temporal query layer
with the source database (relational database).

With the growing number of large data warehouses for deci-
sion support applications, efficiently executing aggregate queries
(queries involving aggregation) are becoming increasingly im-
portant [7]. Materialized views involving aggregation are espe-
cially important in data warehouses because clients of the
warehouse often want to summarize data in order to analyze
trends. Quass [8], Chaudhuri and Shin [9] provide maintaining
views with aggregation in the general case, where aggregation
can include group-by attributes and a view can include several
aggregate operators. In [10], it develops powerful query rewrite
rules for aggregate queries. Aggregation in these papers, however,
can not supply temporal query, especially interval time. Also,
the existing data warehouse uses various aggregate functions
for the summary, but it is not used for the temporal data. Most
of the researches for the temporal aggregate function have been
expanded in order to use the aggregate function that has been
used in the previous relational database in the temporal model
[11]. The authors suggested the TATS which is used for com-
puting the aggregate functions in temporal databases. Although it
is as much similar as Kline’s work [12], his work has been limit-
ted to only a standalone temporal database system. However, we
would like to focus this paper on its adaptation of the TATS to
temporal data warehouse research. In other words, it is indispen-
sable element to service an efficient computation of time-varying
information in a data warehouse. In some researches [13]–[17],
Shin introduces a method for summarizing temporal data for
time intervals using an aggregate function. It supports time-
varying data efficiently and obtains accurate information for
time-varying data.

II. TEMPORAL DATA IN DATA WAREHOUSES

1. Temporal Data Model

It is significant that nearly all data warehouses are dependent
on relational database technology, yet relational databases provide
little or no real support for temporal data. A relational database
cannot support for the storage and access of time-varying data.
Therefore, it is difficult to obtain an accurate information for
time-varying data. The reason is that it is hard to get the effective
support for the interval time in case of storing the record in the fact table of the data warehouse.

Figure 2 illustrates the example of time-varying data in the real world.

[Query 1] “Compute the sum of salary for each professor by his rank.”

Figure 3(a) is the process result of a relational database management system for query 1, while Fig. 3(b) is that of a temporal query process system.

The ‘**’ marks the different results from temporal query, which are identified by interval time. As shown here, a temporal query process system can express time-varying data accurately.

With time-varying data in the real world (Fig. 2), in order to store the record that has the interval time in the fact table of the existing data warehouse, two attributes that are the start time and the end time are required. Furthermore, in order to have the aggregate information, a large number of tuples have to be created for one record. For example, the first tuple ‘Kim’ has the salary 30,000 from the year 1986 to year 1992; therefore, 7 tuples are needed (Fig. 4). In order to describe the month unit instead of year unit, much more tuples have to be created. To insert the record that should be described in the interval time into the fact table like this needs a lot of time and space.

Furthermore, a lot of problems occur in creating the temporal materialized view from this fact table. The problem of inserting time of source data, the required space, and the search time is one of the serious problems that must be solved in the existing data warehouse.

In order to solve these problems, this paper does not store the interval time data in the constant interval (year unit), instead, it stores the interval time of the real world in the fact table (Fig. 5). Furthermore, the TATS method is introduced for the summarized method for creating the temporal materialized view from the fact table that consists of this time-varying data.

2. Temporal Query Process System

We use a layered architecture as a method to combine a temporal query process system with a source database. The queries written in the temporal language are then converted to SQL queries that are subsequently executed by the underlying source DBMS. No conversion is needed for plain SQL queries. The layered temporal query process system is shown in Fig. 6.

In this architecture, the scanner (temporal syntax analyzer) exports a predicate to read input from standard I/O and to scan text strings. The parser (temporal semantic analyzer) parses a token list. Metadata management controls relational database access in general and access to the metadata of layered architecture in particular.

This architecture implements a temporal query language on top of a relational database management system. The layer converts temporal queries to SQL queries, keeps track of information used by the layer internally, and does some post-processing of the result received from the database management system. More precisely, a transaction with temporal statements is compiled into a single SQL transaction that is executed on the database management system without interference from the layer. The layer simply receives the result and applies some post-processing. There is thus no control module in the layer, and there is minimal
interaction between the layer and the database management system.

A temporal query, which contains aggregate functions, produces the results about aggregation through temporal query processor.

The processing of a query containing aggregate functions is as follows:
1) Input of temporal query (included aggregate function)
2) Parsing
3) Generation of aggregate query tree
4) Generation of execution tree
5) Compute of aggregation
6) Result

When a query is input, temporal syntax analyzer parses it. If the query contains aggregate functions, it produces an aggregate query tree which expresses the aggregate functions. The temporal code generator optimizes codes and produces the execution tree. The execution tree is a tree that is composed an operation nodes to operate database from the temporal aggregate query. We use an aggregate tree strategy as a computing of aggregation.

III. TEMPORAL DATA AGGREGATION

1. Temporal Aggregate Functions

Unlike the aggregate functions of the existing relational database, the temporal aggregate functions have the characteristic that they are performed not only in the values of object but also in the interval time. The temporal aggregate function, which is not provided by the existing relational database, provides the various kinds of functions that treat time-varying data. The temporal aggregate functions are rising, timefirst, timelast, timemin, timemax, etc. The ‘timefirst’ function returns the valid time for the oldest tuple in the given relation. The ‘timemin’ function returns the interval time of the tuple that has the shortest interval time. The ‘rising’ function returns the interval time for the time when the value of the designated attribute begins to increase. The TATS of the Section IV-2 implements the temporal aggregate functions.

Furthermore, in order to perform the temporal aggregate function, the time partition and the constant interval set are needed. The ‘time partition’ is the one that partitions the interval time by the time that the value of the aggregate function changes. The ‘constant interval set’ signifies the set of the tuples that is included in the same time partition area.

2. The Temporal Aggregate Tree Strategy

The TATS can be easily used for creating the constant interval set and the time partition by creating the binary tree from the relation that is not ordered in the basis of the time attribute. The temporal aggregate tree is the binary tree that satisfies the following conditions:
• The root node stores the start time and the end time for the value of the time attribute. The start time has the value of 0 that is not a negative value, and the last time is the maximum integer value that is defined by the system.
• The root node has the partition attribute value, and the rest of the nodes have the aggregate attribute value.
• The interval time of root node is larger than that of child node.
• The nodes of the same level have the interval time larger than the end time of the left node and smaller than the start time of the right node.

The TATS is performed in three steps. In the first step, it creates a binary tree by retrieving the tuples that satisfy the condition from the fact table. In the second, it creates a temporary relation from the created binary tree. In the third step, it creates a temporal materialized view after aggregating the temporary relation by using the temporal aggregate function. The algorithm in creating this binary tree and the algorithm in creating the temporary relation from the binary tree are as follows:

```java
//Algorithm 1 The Binary Tree Creation algorithm
Create_Aggregate_Tree() {
    Do(Read the tuple from the fact table) {
        if (the previous tree does not exist) {
            Create the new tree and initialize it.
            Store the tuple value on the node
        } else if (the previous tree exists) {
            if (the tree with the same partition attribute exists) {
                Create a new node in the lower level of the tree
                Store the tuple value on the node
            } else (the tree with the same partition attribute does not exist) {
                Create the new tree and initialize it
                Store the tuple value on the node
                Link to the root node of the previous tree
            }
        }
    }
}
```
If the aggregate function is SUM, it returns the total value for the tuple that satisfies the interval time condition from the relation, and it is executed like the following algorithm. The result becomes the temporal materialized view.

```
[Algorithm 3] The Aggregate Function SUM algorithm
while(the tuple exists in the temporary relation) {
    if(the partition attribute of the temporary relation
        = the partition attribute of the inputted tuple) {
        if(the interval time for the tuple in the temporary relation
            and the interval time for the inputted tuple are same) {
            for(counter value of the temporary relation) {
                return value += aggregate attribute value for the
tuple in the temporary relation;
            }
        }
    }
    Retrieve the next tuple;
}
```

3. An example

This section describes the TATS and the aggregate process of the aggregate function by taking an example. The fact table is illustrated in Fig. 7.

[Query 2] “Compute the sum of salary for each professor (name).”

In [Query 2], the name is ‘partition attribute’, and the salary is ‘aggregate attribute’.

<table>
<thead>
<tr>
<th>Name</th>
<th>Rank</th>
<th>Dept</th>
<th>Salary</th>
<th>Start</th>
<th>End</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Shin</td>
<td>Assistant</td>
<td>Database</td>
<td>350,000</td>
<td>1987</td>
<td>1990</td>
</tr>
<tr>
<td>(2) Shin</td>
<td>Associate</td>
<td>Database</td>
<td>500,000</td>
<td>1991</td>
<td>1993</td>
</tr>
<tr>
<td>(3) Shin</td>
<td>Associate</td>
<td>Network</td>
<td>550,000</td>
<td>1991</td>
<td>1995</td>
</tr>
<tr>
<td>(4) Lee</td>
<td>Associate</td>
<td>Architecture</td>
<td>600,000</td>
<td>1992</td>
<td>1995</td>
</tr>
</tbody>
</table>

Fig. 7. A faculty relation.

In order to process [Query 2], the TATS is executed in the following steps:

[Step 1] After reading the tuple stored in the given relation one
by one, create the binary tree (Fig. 8).

The aggregate tree generated by operating [Query 2] is as follows (Fig. 8). The nodes (a), (b), (d), (e) are valid nodes in the aggregate tree, and each node shows a constant interval. The constant interval of node (c) is the same as that of node (b), so node (c) is linked by node (b). Therefore, ‘attribute value to be aggregated’ for the interval time from 1991 to 1993 is 1,050,000 by adding 550,000 to 500,000.

[Step 2] Create the temporary relation that stores the attribute value that aggregates based on the partition attribute value from the created aggregate tree by the same interval time (Fig. 9).

[Step 3] Execute the temporal aggregate function SUM from the temporary relation (Fig. 10).

IV. PERFORMANCE EVALUATION

The method that is introduced in this paper reduces the size of the fact table and the disk space in the data warehouse by using the temporal aggregate function. Therefore, to compare the performance of the existing data warehouse and the suggested TATS, we evaluate 1) the disk space needed in case of creating the fact table, 2) the number of disk accesses in case of processing the query, and 3) the required size of the memory in case of processing the aggregate function for creating the summary table.

1. Required Spaces in Case of Creating the Fact Table

In the existing data warehouse, each tuple in the real world must be stored repeatedly in a time interval that users define. So, the number of tuples \( T_i \) needed to store one tuple of the real world in the fact table is the following:

\[
T_i = \frac{V_{ti} - V_{ti-1}}{DI}
\]

where \( V_{ti} \) is the start time of the \( i \)-th tuple, \( V_{ti-1} \) is the end time, and \( DI \) is the time interval that users define.

If the number of tuples in the real world is \( N \), then the total number of tuples stored in the fact table is
Fig. 8. A generated aggregate tree.

\[
T = \sum_{i=1}^{N} T_i = \sum_{i=1}^{N} \frac{V_i - V^{\prime}_i}{DI} = \overline{V} \times N/DI, \quad (1)
\]

If the TATS is used, the tuple in the real world is mapped into 1 to 1, so the required number of tuples stored in the fact table is

\[
T = N. \quad (3)
\]

2. Number of Disk Accesses in Case of Processing the Query

The relationship for the number of disk accesses between the previous method and the TATS is

\[
D_e = \frac{\overline{V}}{DI} \times N = \frac{\overline{V}}{DI} \times D_e. \quad (4)
\]

Here, \(D_e\) is existing method, \(D_e\) is TATS.
Fig. 11. Number of tuples in the real world and number of tuples in the fact table.

Therefore, the previous method must read \( \frac{V}{DI} \) times more from the disk. The relationship between the previous method and this method can be illustrated like the following graph (Fig. 11).

3. Required Amount of Memory

This section compares the required amount of memory in order to create the temporal materialized view for the fact table.

A. Required amount of memory in the previous method

The SQL statement to process [Query 2] is as follows:

```
SELECT Name, SUM(Salary), Min(Start), Max(End)
FROM faculty
GROUP BY Name
```

The steps for processing the above query are as follows:

[Step 1] Read the entire table.
[Step 2] Order them by the partition attribute.
[Step 3] Make the temporary table by calculating the aggregate function.

Suppose the number of the partition attribute value is \( P \).

The number of tuples in real world for the \( i \)-th partition attribute is \( n_i \), where \( 1 \leq i \leq P \), the start time of the \( j \)-th tuple for the \( i \)-th partition attribute is \( V_{ij} \), and the end time of it is \( V_{ij} \) where \( 1 \leq j \leq n_i \). Also, suppose the size of the partition attribute is \( PA_s \), the size of the aggregate attribute is \( AA_s \), the size of the time attribute is \( TA_s \), and the total number of tuples in the entire fact table is \( T \). In addition, if \( \bar{n} = \frac{\sum n_i}{P} \), \( \bar{V} = \frac{\sum V_{ij} - V_{ij}}{n_i} \).

Fig. 12. Required memory of existing DW.

\[
\bar{V} = \sum_{i=1}^{P} \frac{V_i}{P}, \text{ then} \]

Required amount in the 1st step:

\[
M_x = T \times (PA_s + AA_s + TA_s) = \sum_{i=1}^{P} \frac{V_i - V_{ij}}{DI} \times (PA_s + AA_s + TA_s) = \frac{\bar{V}}{DI} nP \times (PA_s + AA_s + TA_s) \quad (5)
\]

Required amount in the 2nd step:

\[
M_x = (PA_s + AA_s + TA_s) P \quad (6)
\]

Required amount in the 3rd step:

\[
M_x = (PA_s + AA_s + TA_s) \times P \quad (7)
\]

Total required amount of memory:

\[
M = M_x + M_x + M_x = (PA_s + AA_s + TA_s) \times (1 + P + \frac{\bar{V} P}{DI}) \quad (8)
\]

In case of [Query 2],

\[
PA_s = 4, \quad AA_s = 4, \quad TA_s = 8 \text{ (unit: byte)} \]

\[
M_{query} = 16 \times (1 + P + \frac{\bar{V} P}{DI}) \quad (9)
\]

Figure 12 shows the required memory of existing DW by the size of tuples in real world and average interval time. As shown in Fig. 12, the required memory of an existing DW depends on the amount of the tuples in the fact table.
B. Required amount of memory in the TATS

The required size of memory for processing the aggregate query by using the TATS is the sum of the memories required in each step.

Suppose the size of the root node is \( R_s \), the size of the child node is \( C_s \), the number of child node of the \( i \)-th tree (the value of the partition attribute) is \( C_n_i \), the size of the connected list of the tree is \( L_s \), the size of tuple of the temporary relation is \( T_s \), the size of the linked list of the temporary relation is \( L_t_s \), the number of \( i \)-th linked list is \( L_n_i \), and the number of the constant interval in the \( i \)-th tree is \( C_l_i \).

Aggregate Tree Step: \( M_a = \sum_{i=1}^{p} (R_s + C_s \times C_n_i + L_s \times L_n_i) \) \( (10) \)

Temporary Relation: \( M_t = \sum_{i=1}^{p} \{ T_s \times C_l_i + L_t_s \times L_n_i \} \) \( (11) \)

Calculation: \( M_c = \sum_{i=1}^{p} \{ T_t_s \times C_l_i \} \) \( (12) \)

Total required amount of memory:
\[
M = M_a + M_t + M_c
\]
\[
= R_s \cdot P + C_s \sum_{i=1}^{p} C_n_i + (L_s + L_t_s) \sum_{i=1}^{p} L_n_i + 2T_s \sum_{i=1}^{p} C_l_i \tag{13}
\]

In case of [Query 2]
\[
R_s = 28, \quad C_s = 24, \quad L_s = 8, \quad L_t_s = 12, \quad T_s = 32 \text{ (unit: byte)},
\]
\[
M_{query} = 28 \cdot P + 24 \sum_{i=1}^{p} C_n_i + 20 \sum_{i=1}^{p} L_n_i + 64 \sum_{i=1}^{p} C_l_i \tag{14}
\]

In order to insert the new tuple into the tree for the TATS, there are a lot of cases depending on the relationship with the interval time of the previous tuple. The case where the required amount of memory is minimum is the case where the interval time of all the tuples coincide, and in this case the child node and the constant interval time is not added, but only the linked list is added. The case of maximum is the case where the interval time of the new tuple includes the interval time of all previous tuple. In this case, two constant interval time is added, four child nodes are added, and some linked list is added.

<The case of minimum>

\( C_n_i = 4 \) : Four child nodes are needed for describing one interval time.
\( L_n_i = n_i - 1 \) : One linked list is added whenever one tuple is inserted.
\( C_l_i = 1 \) : One constant interval time exists for each partition attribute.

\[
M_{\text{min}} = 168P + 20\sum_{i=1}^{p} n_i \tag{15}
\]

If \( \bar{n} = \frac{\sum_{i=1}^{p} n_i}{P} \), then \( M_{\text{min}} = 168P + 20\bar{n}P \).

Figure 13 shows the minimum case of the TATS by the amount of the tuples in fact table and average interval time. The required memory of TATS does not depend on average interval time, but it depends on the size of the tuples in the fact table.

<The case of maximum>

\( C_n_i = 4n_i \) : If one tuple is inserted into the tree, four child nodes are added.
\( L_n_i = (n_i - 1)^2 \) : The number of linked list to be added is the number of constant interval time of previous tree.
\( C_l_i = 2n_i - 1 \) : Two constant interval time is added.

Therefore, \( M_{\text{max}} = 20n_i^2P + 184n_iP - 16P \).

Figure 14 shows the maximum case of the TATS by the amount of the tuples in fact table and average interval time.

4. Experimental Result

To evaluate the required memory of TATS in general case, we implement the TATS simulator for aggregate function, and experiment it with sample data.

Sample data is a relation whose attributes are \( \text{partition, start time, end time, aggregate} \). To generate sample data, in TATS simulator, we use uniform deviation and a normal (Gaussian) distribution of specified mean and standard deviation. Uniform deviates are just random numbers that lie within a specified range,
with any one number in the range just as likely as any other. The values of partition, start time, and aggregate are generated by using uniform deviation with specified range. The values of end time are generated by adding start time and interval time. We generated interval time using normal distribution of specified mean and unit variance.

Figure 15 illustrates the comparison between the required amount of memory in the existing data warehouse and the required amount of memory in the TATS according to average interval time, the number of tuples in fact table, and the size of partition attribute value.

As shown in Fig. 15, the angle of inclination of TATS curve is greater than that of existing DW at the beginning, and then the curve slopes gradually up. This status is owing to the probability of splitting the constant interval time is large at the beginning. Splitting constant interval time means add new child nodes to tree. In case where splitting constant interval time never occurs, that is, all constant interval time equals to interval time unit, we don’t need to add new child nodes to tree, but just add linked lists to tree. So, the curve slopes gradually up. In case of existing DW, whenever we add a new tuple, we need memory according to the size of interval time of that tuple. So, the curve of existing DW slopes continuously up.

We find that the more tuples exist in fact table and the larger average interval time is, the less memory is required for TATS.

V. CONCLUSIONS

Providing temporal views over non-temporal source data is a very useful feature of a data warehouse. The objective of this
paper is to obtain more accurate information for the data, which varies with time by supporting temporal data in a data warehouse. As suggested in this paper, the temporal data warehouse that uses the temporal aggregation makes it easy to manage the data that changes by the time by recording the events occurred in the real world clearly. Therefore, more accurate information can be provided for a lot of trend analysis. Many applications will benefit from such a temporal data warehouse. For example, a warehouse that stores daily bank account balances can provide audit logs for financial analysts. A company may use a temporal warehouse to keep track of periodic marketing and income figures, personnel transfers, and the history of relevant corporate partnerships.

For that purpose, in this paper we have presented an approach to maintaining temporal data over non-historical information sources in data warehousing. First of all, we combined the temporal query process system into a data warehouse to make more efficient support for temporal data. Also, in this research, the TATS is suggested for the way to aggregate the time-varying data. This method has the advantage that it reduces the space of the fact table and it reduces the number of disk accesses in case of executing the query by comparing with the previous method. Furthermore, the required amount of memory in case of processing the aggregate function for creating the temporal materialized view requires less memory than the existing data warehouse in general. And, we find that the more tuples exist in fact table and the larger average interval time is, the less memory is required for TATS.

Additionally, the TATS that is used to aggregate time-varying data in this paper is an appropriate processing method if the tuples in the relation are not ordered by the time attribute. The problem for the TATS is that the binary tree becomes the skewed tree by the characteristic of time, so it can cause the decrease in the performance since the search time is increased. This problem can cause the delay in the search time and inefficiency in the storage in the large database like the data warehouse. However, these problems can be solved by using the time index suggested by Elmasri [18].

For further research, the research for the aggregate processing method where the tuples can be used in the ordered structure for the time attribute is needed. Furthermore, the purpose of the materialized view is to provide the fast decision support system. Therefore, the research on the view maintenance for processing the query by using the temporal materialized view is needed.
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