ABSTRACT — Pitch estimation is important in various speech research areas, but when the speech is noisy, accurate pitch estimation with conventional pitch detectors is almost impossible. To solve this problem, we propose a new pitch detection algorithm for noisy speech using a noise whitening technique on the background noise and obtain successful results.

I. INTRODUCTION

The importance of a reliable and accurate pitch detection algorithm is well recognized in the speech processing area because such an algorithm can provide the more accurate spectral and prosody information needed in all speech research fields, such as speech synthesis, voice color conversion, speech coding, and speech recognition [1], [2]. To estimate pitch frequency, a simple average magnitude difference function (AMDF) or an autocorrelation function is generally used [3]. Some studies have proposed wavelet- and waveform similarity measure-based pitch detection algorithms [4], [5]. All these detectors are known to produce rather successful pitch detection results when the signal-to-noise ratio (SNR) is above 20 dB. However, when the SNR is considerably lower, robust pitch detection is difficult because pitch doubling or halving frequently occur. Median filters are usually adopted to suppress this but the results are still far from satisfactory. Among the different kinds of algorithms proposed in [3], [4], and [5], the one based on autocorrelation is the most robust against noise but at the cost of increased computational complexity.

II. CONVENTIONAL PITCH ESTIMATION ALGORITHMS

Pitch detection algorithms can be classified into two general categories. One includes non-event detection pitch estimators while the other includes event detection estimators. For non-event detection estimators, algorithms based on an AMDF or autocorrelation function are generally used. In an AMDF-based method, for a given signal \( x(n) \), the pitch estimation function \( \gamma_n(k) \) in (1) is estimated for every analysis frame and pitch values are evaluated by checking the nearest minimum smaller than a prefixed threshold.

\[
\gamma_n(k) = \sum_{m=-N}^{N} |x(n+m) - x(n+m+k)|. \quad (1)
\]

In autocorrelation-based algorithms, the autocorrelation function of an input signal frame is evaluated as in (2).

\[
\Phi_n(k) = E[x(n)x(n+k)] = \frac{1}{2N+1} \sum_{m=-N}^{N} x(n+m)x(n+m+k). \quad (2)
\]

For the \( P \)-periodic \( x(n) \), \( \Phi_n(k) \equiv \Phi_n(k+P) \). Thus, we can find the pitch period simply by checking the nearest maximum of the function. Autocorrelation-based methods are...
more noise-robust than AMDF-based ones but this is at the cost of increased computations.

For event detection pitch detectors, [4] and [5] reported fairly good performance for considerably clean speech with the area information- and Dyadic Wavelet Transform (DyWT)-based algorithms. The DyWT of the given signal tends to show local maxima around the discontinuities of the original signal. Consequently, glottal closure instants, the interval of which can be interpreted as the pitch, can be easily found by detecting the local maxima.

III. PROPOSED PITCH ESTIMATION ALGORITHM

In noisy environments, we assume that noises are additive, not convolutive. In this case, the autocorrelation function of noisy speech, \( y(n) \), can be represented as in (3), where \( x(n) \) and \( v(n) \) denote clean speech and noise, respectively.

\[
\Phi_y(k) = E[y(n)y(n+k)] = \Phi_x(k) + \Phi_v(k)
\]

\( y(n) = x(n) + v(n) \).

If the additive noise \( v(n) \) is white, the corresponding autocorrelation function can be expressed as \( \Phi_v(k) = \sigma_v^2 \delta(k) \), where \( \sigma_v^2 \) is the noise power. Therefore, the autocorrelation function of the noise-corrupted speech \( y(n) \) is the same as that of the clean speech except at \( k = 0 \). Because pitches are determined by searching the nearest maximum value exceeding a prefixed threshold, the performance of the pitch detection algorithm based on autocorrelation is irrelevant to the SNR when the noises are ideally white. However, for various real environmental noises, such as car noises, that are not white but colored, a more severe performance degradation in pitch estimation is expected with an increased noise level. To cope with this type of performance degradation, noise whitening is helpful. Among the many whitening methods, we utilize the fact that the forward prediction error of the noise-like input signal is almost white. In other words, the 5th order linear predictive coefficients are calculated in silence or pause intervals and noisy speech is filtered by using these coefficients. This order is chosen because it gives fairly successful noise whitening results with less computational complexity. More details of this noise whitening procedure can be found in [6]. After this whitening procedure, the autocorrelation function-based pitch estimation is performed.

Before the whitening procedure, we apply a highpass filter with a cutoff frequency of 80 Hz because the environmental noises for our test came from running cars and they have high power below 80 Hz. Finally, a median filter is applied to the evaluated pitch contour to reduce possible pitch doubling and halving. Figure 1 gives a block diagram for our overall algorithm.

![Fig. 1. Overall pitch estimation procedure.](image)

IV. EXPERIMENTAL RESULTS

We used sentence speech signals of 4 male and 4 female speakers in their 20s and each speaker uttered 4 sentences. The speech signals were recorded on a digital audio tape and then sampled at 8 kHz with a 16 bit resolution. The test sentences were about 2 seconds long. Pitch estimation functions were calculated for 160-point, i.e., 20 ms windows while pitch values were evaluated for every 10 ms by sliding the analysis window with this amount. The 5th order linear predictive coefficients needed for the background noise whitening were calculated with the Levinson-Durbin algorithm [7] and finally, pitches were estimated with the autocorrelation method after noise whitening. Lastly, the 5th order median filter was adopted for the estimated pitch contour smoothing. For calculating pitch values only for voiced speech frames, we decided whether the frame was voiced or unvoiced by utilizing log energy and a zero crossing rate before applying the autocorrelation-based pitch estimation procedure. By adding test noises to clean speech, we obtained the SNR values of –5 dB, 0 dB, 5 dB, 10 dB, and 15 dB for our experiments.

The performance index for our test was based on Rabiner’s method [8]. The pitch estimation error \( e(n) \) is defined by (4) where \( F_v(n) \) and \( F_e(n) \) are the true and the estimated pitch
in the sample number, respectively.

\[ e(n) = F_i(n) - F_e(n). \]  

(4)

If \( e(n) > 10 \), the estimated pitch value at frame \( n \) is considered to be the gross pitch error (GPE). We evaluated the performance of pitch estimators by calculating the GPE probability. The true pitch contours of the test sentences were obtained by applying the pitch estimator based on autocorrelation to the clean speech signals with manual correction of possible pitch doubling or halving.

We tested our algorithm for two types of colored noises: one was real car noises and the other was artificial noises obtained by filtering white noises with a power spectrum-shaping filter, \( 1/(1 - 0.8z^{-1}) \). Figures 2 and 3 summarize our experimental results for the two types of noises.

As these figures show, our proposed algorithm improves the pitch detection performance more for the real car noises than the artificial ones and the amount of improvement is greater than 10% for below 0 dB SNR environments. The DyWT-based algorithm seems somewhat robust against noise for the artificial noises but very poor for the real car noises. There is a very slight performance degradation of the proposed method compared with the DyWT-based algorithm above 10 dB SNR values but it is almost negligible.

V. CONCLUSION

In this paper, we proposed a new pitch detection algorithm, which is robust against additive background noises. As our experiments demonstrate, the proposed algorithm can noticeably improve the performance index represented by the GPE probability in severely noisy conditions having SNR values below 5 dB, while it shows almost equivalent performance for rather high SNR values. Based on these results, we strongly recommend use of our algorithm for various high quality speech processing algorithms including speech recognizers and coders when they are expected to operate in severe noise environments.
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