Traditional Internet pricing schemes are coming under continual pressure to adapt to, and encourage, a changing mix of Internet applications and consumer usage patterns. Much research effort over the last decade has been focused on developing more efficient and attractive charging schemes. However, none of the proposed models has been widely deployed. This raises questions regarding the inhibiting factors and missing pieces that make pricing the Internet such a challenge. In this paper, we discuss the problems with current Internet pricing schemes, review the history of Internet pricing research over the last ten years, and summarize the key features and motivations of the most significant models. We develop a novel visual approach to comparing and evaluating such schemes using a three-dimensional (3D) metric encompassing technical efficiency, economic efficiency, and social impact. We address and discuss the important factors that have inhibited the deployment of the reviewed models and suggest productive areas of focus for future Internet pricing research.
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I. Introduction

Finding a fairer and more efficient charging scheme for the Internet has attracted a significant research effort over the last decade. Many pricing models have been proposed, aiming at an ideal pricing scheme that is able to provide different levels of services to different users with different needs, charge users only for their perceived quality of service (QoS) and consumed resources, support the non-uniformity of Internet traffic with different QoS requirements, and help Internet service providers (ISPs) develop sustainable and profitable business models. Most proposed models generally achieve a subset of these goals. However, no particular solution has been found to be widely deployed—the Internet is still dominated by flat-rate pricing and simple usage charges (such as charging per volume of traffic or connection duration). This leads to an interesting question: Is the current Internet charging scheme already sufficient? And if not, then what are the missing pieces and inhibiting factors that make Internet pricing still an open question?

In this paper, we place current Internet charging schemes into a broader context of the alternative Internet pricing schemes proposed over the last ten years, summarizing the key features and motivations of the most significant alternative models. We develop a novel visual approach to comparing and evaluating such schemes using a three-dimensional (3D) metric, which encompasses the dimensions of technical efficiency, economic efficiency, and social impact. Finally, we address and discuss the important factors that have inhibited the deployment of those proposed models and suggest some productive directions for short-term and long-term Internet pricing solutions.

Section II begins with a review of current Internet pricing and a discussion of its limitations. An overview of important Internet pricing models investigated over the last ten years is covered in
section III. Section IV introduces our visual 3D evaluation model and provides an analysis of the reviewed pricing models using our 3D evaluation approach. Section V discusses the important factors inhibiting the deployment of those proposed models from the points-of-view of both consumers and service providers. Section VI suggests some short-term and long-term Internet pricing solutions before the final conclusion in section VII.

II. Current Internet Pricing Schemes

First we consider the context and limitations of today’s Internet pricing schemes.

1. Background of Current Internet Pricing

Figure 1 illustrates the relationship between the major components of today’s Internet: end users, ISPs and backbone providers. Most Internet users currently face very similar pricing structures for their usage. Dial-up access to the Internet is often charged at a fixed monthly fee, including either unlimited use or a limited duration connection. A fixed bandwidth connection is normally charged an annual or monthly fee, which allows unlimited usage up to the physical maximum flow rate, dependant on bandwidth capacity. Simple usage-based pricing is also common, in which the users are charged according to the duration of the network connection or the volume of traffic received and sent.

Charging between ISPs is complicated by the lack of a comprehensive inter-ISP settlement structure. Charging arrangements among directly connected ISPs are purely ad hoc. ISPs negotiate bilateral agreements with one another as they see fit. Pairs of ISPs often have peering agreements by which they exchange Internet traffic for free.

ISPs pay to connect to the backbone carriers. Such payments are a simple, low monthly rate depending on the maximum transfer rate of the connection and are usually not based on actual traffic volumes [1], [2].

![Fig. 1. Major Internet players.](image)

2. Limitations of Current Internet Pricing

Despite the recent increases in available backbone bandwidth, a major problem that remains is network congestion exacerbated through a user’s self-interested behavior. Like all systems with finite resources, the use of a network by one participant can negatively affect the characteristics of the network for others. Such effects might include transient congestion and even packet loss, which is quite noticeable for real-time interactive traffic. In its existing best-effort form, the Internet creates no incentive for users to take this problem into account when deciding their usage [3].

Pricing based on connection duration creates no incentive for users to consider the network resources that they consume. Connection duration is also non-linearly related to the consumption of resources in a packet-switched network (for example, browsing for hours at a remote web page that has already been downloaded into an ISP’s local cache does not entail much additional network traffic beyond the cache) [3].

Furthermore, new applications with different traffic and service requirements (for example, real-time multimedia applications) are likely to be deployed widely in the future. It is highly desirable for the evolving Internet to meet these increasingly varied service requirements. Flat-rate pricing does not support the diverse nature of emerging Internet traffic sources and might inhibit such development [4].

In addition, there is no clear indication of whether the senders or receivers of data should pay. The proliferation of unsolicited commercial e-mail (often colloquially referred to as “Spam”) is a serious problem on today’s Internet. A pricing scheme wherein the senders pay the full cost is initially appealing as an effective and simple solution for the unsolicited commercial e-mail problem. However, the simplistic application of such an approach would have a chilling effect on providers of free (or heavily discounted) content over the Web. Clearly, some middle ground is required.

III. Research on Internet Pricing—Scanning the Last Decade

The first attempts to study the problem of charging and pricing for the Internet were undertaken by Cocchi et al. [5] during the early 1990’s. In 1994, MacKie-Mason and Varian introduced the idea of using auction mechanisms in “smart markets” for a best-effort network. This work was the starting point of applying externalities and congestion pricing to the Internet. In 1995, Shenker [6] formulated an important model based on the integrated services approach that included both soft and hard guaranteed services in the network model. These works provided major stimuli to the research for the following years [7], [8].

The proposed Internet pricing models over the last decade can be classified into two broad categories:
• Pricing for best-effort service including congestion pricing, priority pricing, Paris Metro, zone-based pricing, and edge pricing.

• Pricing with QoS guaranteed, including pricing for integrated services and differentiated services.

The following subsections contain an overview of the important Internet pricing models that have been investigated over the last ten years and have turned out to be of special importance from a practical and economic point of view.

1. Pricing for Best-Effort Service

Among pricing models proposed for best-effort service, congestion pricing has drawn considerable attention and research effort. From an economic point of view, the use of a network by one user exhibits negative externalities for others—his/her traffic imposing on the network might cause congestion-induced delays or even packet loss to other users’ traffic. In principle, such a user should pay the social costs of delaying other users’ traffic when the network is congested. On the other hand, the marginal cost of transporting additional packets is essentially zero when the network has spare capacity. Thus a pricing mechanism is only required when congestion occurs [3].

A. Smart Market

Smart market [9] is a type of congestion pricing scheme. Each packet has a “bid” field in its header to indicate how much its sender is willing to pay for sending it. The packet will be admitted if the bid exceeds the current marginal cost of transportation in each router. Users do not pay the price actually bid, but only the market-clearing price, which is the bid of the lowest-priority admitted packet. This second-price auction scheme helps to maximize the ISP’s revenue.

The value of each transferred packet is maximized and Internet users have an incentive to bid what they truly believe to be the value of transferring their packets. Although this mechanism has been considered to achieve both optimal distribution of capacity among users and network efficiency, it guarantees only a relative priority rather than an absolute QoS. A packet with a high bid gains access sooner than one with a lower bid, but delivery time cannot be guaranteed.

B. Shadow Pricing

The shadow pricing scheme (proportional fair pricing) [10] is proposed and applied to model a network in which a resource has the capacity to cope with a given number of equally sized packets in each time slot. Each packet arriving in overloaded slots is marked and charged a small fixed amount (called a “shadow price”), and the mark is sent to the users. This shadow price will increase during times of congestion, and reduce during non-congested periods. The users then adjust their traffic load based on this feedback. Motivation for this approach is that resource characteristics—such as congestion information—are made known to the end users, who then determine themselves what should be their demands upon the network.

C. Edge Pricing

As contended by Shenker et al. [11], true congestion pricing is complex since the computations require knowledge of utilization not only for the user being charged but also of all other users who might be affected by the extra traffic—that is, the congestion conditions along the entire path. In reality, packets might take different paths depending on the condition of the network, and it is unfair to charge different users different amounts because of routing decisions that are beyond their control [3]. Thus, in edge pricing, the price is charged based on the expected (rather than instantaneous) congestion—depending on time of day, short-term congestion history, and so on—along the expected path appropriate for the packet’s source and destination. The price therefore can be determined and charged at the access point, i.e., the edge of the provider’s network, rather than computed in a distributed fashion along the entire path.

D. Congestion Discount

A congestion discount was proposed by Keon and Anandalingam [12] so that price would act as an incentive to shift traffic from congested periods to non-peak periods and, hence, balance the load. Customers are given choices of accepting a congestion discount rate and returning during a subsequent non-peak period, or rejecting the discount offer and obtaining the services immediately at a higher price.

E. Zone-Based Cost Sharing

In the zone-based cost sharing model, Clark [13] addresses the problem of sharing payment between senders and receivers. It is unfair for a payment structure in which “senders pay all” or “receivers pay all” since the senders and receivers, depending on the service, might wish to share the overall costs. Clarke proposed an additional field in the IP header to indicate a ‘willingness to pay.’ Its value indicates whether the sender, receiver, or neither of them is willing to pay for better than best-effort quality of service. The Internet is divided into different regions (zones), in which service is provided at a uniform, distance-insensitive way. The users can then specify the zones for which they are willing to pay.
Odlyzko proposed the Paris Metro pricing model [14], inspired by the old city metro system of Paris, France. The old Paris Metro system offered two classes of cars, each identical in terms of both seats and arrival time, but the first class car would be charged twice as much as the second class. The idea was that the market would be self-regulating: first class customers were willing to pay more since they knew that the first class cars would be less crowded. Odlyzko suggests this model could be applied in Internet pricing by splitting the network into different channels, each with a fixed fraction of the network capacity. These channels treat packets exactly the same, the only difference being the price charged for usage. In principle, this scheme would result in higher QoS for users choosing the higher-priced channels.

Dube et al. [15] proposed something similar in the Tirupati pricing scheme, in which users pay different prices for joining different queues that are being served by the same server in a round-robin fashion. Significantly, the Tirupati scheme allows for the possibility of allocating more resources to one queue than to others.

G. Priority Pricing

Cocchi et al. introduced priority pricing [16] to enable multiple service levels over best-effort networks. Users enable priority flags for their traffic such as “service priority” or “no-drop.” If two packets arrive at the router simultaneously, the higher priority packet will be processed first—in the case of congestion, higher priority packets will have less delay. However, as the price is fixed, users might be paying more for priority service even when the network has spare capacity. Users might also end up receiving best-effort service when paying for priority service if the priority class is congested at a given instant in time. Gupta et al. [17] present a more sophisticated model where prices are updated at some time interval, according to the load and the congestion level of the network.

2. Pricing with QoS Guarantees

The integrated services (IntServ) architecture [18] was the first major attempt to enhance the Internet with QoS capabilities. It developed a new architecture for resource allocation to meet the requirements of real-time applications while preserving the datagram model of IP-based networks. The basic approach is per-flow resource reservation. The resource reservation protocol (RSVP) [19] has been developed as an end-to-end resource reservation setup protocol that installs a reservation state inside the network [20]. Unlike IntServ, the differentiated services (DiffServ) [21] architecture does not provide a complete solution for end-to-end QoS setup or management. DiffServ defines only a set of per-hop building blocks and a language with which to express per-hop forwarding behaviors. The research community has done additional work to build on top of the basic DiffServ framework.

The following sections introduce some major Internet pricing models developed for the IntServ and DiffServ architectures.

A. Charging for Integrated Services Using RSVP

Karsten et al. [22] propose a charging model that can be embedded in the RSVP architecture for an IntServ network. The basic idea is to use the PATH and RESV messages of RSVP to transmit pricing information and build a contract among senders, receivers, and the network. In addition to the usual traffic profile, the PATH message now carries a field with price information including the sender’s willingness to pay, the maximum share of costs, and the duration of price validity. At each hop of an outgoing link, the current market price for the requested QoS of the sender’s traffic is added to the price field by an ISP on the selected path. The price is determined by the ISP’s local pricing scheme, valid for a dedicated section of the end-to-end connection only.

It is possible for the final price to vary due to changes in the market situation. If the receivers agree with the pricing information provided in a PATH message, a RESV message is sent back to reserve resources. It also contains the calculated price to the sender. After this round-trip time the reservation and data transfer phase may proceed as usual with RSVP.

There are a number of critical issues of this proposed mode, including the time gap between the advertisement of available QoS and the time when a reservation is actually installed on a link. More research on QoS-sensitive routing needs to occur to support QoS-guaranteed reservations on the least expensive data paths. In addition, there are open questions on how to flexibly represent prices and price variations for different requests within a single service class, strategies for distributing charges for merged RSVP reservations, and the dynamics of pricing, payment methods, and security.

B. DiffServ Bandwidth Brokers as Mini-Markets

Fankhauser and Plattner [23] proposed a negotiation method between ISPs using a form of an advanced bandwidth broker, called a service level agreement (SLA) trader. Trading SLAs is performed between an ISP and its neighbors. Basically, ISPs offer their peers network resources that consist partly of resources directly owned by the network provider and partly of...
resources bought by this ISP itself from other providers. On selling a service, ISPs charge other providers for the service through their network including the outgoing link from its egress nodes to the next autonomous system (AS). In this model, centralized SLA traders situated at each AS perform SLA trading. SLA traders make local decisions about what services are provided to which peers in a medium time scale (from several minutes to hours).

C. Resource Negotiation and Pricing Protocol

Wang and Schulzrinne [24] proposed a resource negotiation and pricing (RNAP) framework in which customers are able to negotiate and contract with the service provider for several QoS parameters such as peak rate, loss rate, and maximum delay. Both centralized and distributed ways of implementing RNAP are introduced in this model.

RNAP maintains negotiation intervals to manage the resource reservation contract. The negotiation interval defines the duration over which the negotiated service and price are valid. The contracted service expires automatically at the end of the negotiation interval, and the host’s agent must periodically re-negotiate before the contract’s expiration in order to ensure uninterrupted service. After re-negotiating the contract, the current service can be maintained with the previously negotiated price, with an updated price as required, or continue with best effort service.

The total charge to a customer is composed of three parts: a holding charge, usage charge, and congestion charge. Customers incur a holding charge if they do not fully use the contracted resources (for the resources they have not used) calculated at the price of a lower level of service than the contracted level. A usage charge is calculated based on the volume of the user’s traffic and the price per traffic volume unit during the charging period. A congestion charge is made to the customers when their traffic travels through congested links of the network. The customer pays an extra congestion price for each of his/her packets traversing a congested area. The congestion price varies dynamically over time according to the congestion level of the particular link of the network.

D. Pricing over Congestion Control

Problems with pricing time scales are addressed by Yuksel et al. [25] in the pricing over congestion control (POCC) pricing model. In essence, POCC overlays congestion pricing on top of an underlying congestion control scheme, so that congestion in the interior network is controlled tightly at a small time scale, while pricing is done at a larger time scale compatible with human decision making in the loop. This model assumes that there is an underlying congestion control scheme, and that the provider can set the parameters such that it leads to fairness and better congestion control. The pricing scheme on top can determine a user’s willingness to pay and set the parameters of the underlying congestion scheme accordingly. Though the flows with a higher budget are treated more favorably, the overall system performance (e.g., fairness, utilization, and throughput) will be dependent on the flexibility of the underlying congestion control mechanism.

E. Charging for Actual Preferential Service Delivered

O’Donnell and Sethu recently proposed a pricing model for DiffServ [26] which charges users based on the bandwidth consumed, the instantaneous demand for the bandwidth, and the preferential service actually received by the user’s traffic in the allocation of both bandwidth and buffer resources.

User traffic is divided into distinct classes of service. Let Q be the total number of classes of service, labeled \( q \in \{1, 2, \ldots, Q\} \) in order of increasing priority. Before sending a packet, the sender specifies which class of service that the packet should receive along the path (value of \( q \)). Routers queue packets separately based on the class of service to which the packet belongs. When a router’s buffer space is full and a packet arrives from a service class \( q \), a necessary number of packets from the service classes below \( q \) are dropped to make room for the new packet. Packets from the lowest class are dropped first. If there are no packets belonging to a lower service class, the new packet is dropped instead.

For billing purposes, every data packet carries a field in its control header representing the price that will be charged for the packet’s transmission along the path. Each router in the path adds its charge to this field in the packet (based on three separate components: bandwidth consumed, pricing preferential service rendered, and buffer resources occupied).

When the packet reaches its destination host, this price field is copied into its acknowledgment and returned back to the destination host. Based on the recent history of prices charged, the user may dynamically adapt and adjust its sending rate or select a different class of service.

O’Donnell and Sethu’s pricing scheme was based on the framework of shadow pricing. However, their scheme does not assume a prior contract between the network and the customer for a certain QoS. Instead, they rely on the user adapting their transmission rate and/or the service class based on the price feedback it receives for each packet. Users are only charged for the QoS they’ve actually received.

IV. A Three-Dimensional Evaluation Model

A viable Internet pricing scheme needs the support of both economic tools (including accounting, charging, billing, and
pricing strategies in resource allocation) and technological mechanisms (for example, congestion control, QoS technologies, user authentication, and system security). Figure 2 shows broadly how Internet pricing research stands in relation to supported research areas.

Implementation effort is also of great importance when assessing the practicality of any proposed pricing schemes. We propose examining pricing schemes against a 3D metric that captures the contribution (dimensions) of technical efficiency, economic efficiency, and social impact.

Economic efficiency captures the contribution (dimensions) of technical efficiency, economic efficiency, and social impact. Users with more valuable traffic will be given more network resources and better quality of services if they have greater willingness to pay than others. Also, the price these users have to pay takes into account the marginal social cost of the extra congestion that their traffic creates for others.

For most pricing schemes there is a distinct coupling and inter-relationship between economic efficiency, social impact and technical efficiency. For example, a more finely grained charging unit and dynamic pricing system will lead to a fairer allocation between users and a better maximization of both the service providers’ revenue and network utility. However, these come at a cost of technical efficiency. More finely grained charging units lead to higher accounting overheads and processing costs (per charging unit). A highly dynamic scheme (reacting faster to network status such as network congestion) comes with the higher cost of internal communication overheads between senders, network nodes, and receivers.

Clearly, it would be nice to discover an optimal pricing model where economic efficiency, social impact, and technical efficiency are all concurrently maximized. However, practical pricing models will always reveal a trade-off between the three dimensions in our evaluation scheme. Figure 3 provides a qualitative illustration of how an optimal pricing model and a practical pricing model might visually differ in our model (in this example, each of the dimensions has an arbitrary range of 0 to 10, where 10 is the most desirable and 0 is the least desirable).

It might be argued that an Internet pricing model is inherently multi-dimensional, with many more variables than the three axes we have described here. While this is true in detail, the value of our approach is to reflect the many discrete variables into three largely orthogonal, aggregate variables. The 3D model summarises key metrics in a way that simplifies comparisons between Internet pricing schemes.

1. Defining the New Model

Technical efficiency1) refers to the technical costs associated with applying the new technology of a particular pricing model or scheme—e.g., upgrading existing equipment, the overhead of the financial system (accounting, charging, and billing), and labor (the cost of training and employing qualified technical personnel in order to operate the newly upgraded equipment and software). A pricing model is considered more “technically efficient” if it can reduce these costs.

Economic efficiency captures the impact of a pricing scheme on network utilisation and the optimization of a service provider’s revenue. This dimension reflects the ability to handle additional customers without upgrading links, the possibility of attracting new customers due to cheaper traffic options and/or improved QoS, the capability of accommodating new Internet services and valued customers, and the maximization of marginal costs in charging customers’ traffic.

Social impact concerns the fairness among network users. Users with more valuable traffic will be given more network resources and better quality of services if they have greater willingness to pay than others. Also, the price these users have to pay takes into account the marginal social cost of the extra congestion that their traffic creates for others.

For most pricing schemes there is a distinct coupling and inter-relationship between economic efficiency, social impact and technical efficiency. For example, a more finely grained charging unit and dynamic pricing system will lead to a fairer allocation between users and a better maximization of both the service providers’ revenue and network utility. However, these come at a cost of technical efficiency. More finely grained charging units lead to higher accounting overheads and processing costs (per charging unit). A highly dynamic scheme (reacting faster to network status such as network congestion) comes with the higher cost of internal communication overheads between senders, network nodes, and receivers.

Clearly, it would be nice to discover an optimal pricing model where economic efficiency, social impact, and technical efficiency are all concurrently maximized. However, practical pricing models will always reveal a trade-off between the three dimensions in our evaluation scheme. Figure 3 provides a qualitative illustration of how an optimal pricing model and a practical pricing model might visually differ in our model (in this example, each of the dimensions has an arbitrary range of 0 to 10, where 10 is the most desirable and 0 is the least desirable).

It might be argued that an Internet pricing model is inherently multi-dimensional, with many more variables than the three axes we have described here. While this is true in detail, the value of our approach is to reflect the many discrete variables into three largely orthogonal, aggregate variables. The 3D model summarises key metrics in a way that simplifies comparisons between Internet pricing schemes.

2. Using the 3D Model to Evaluate Pricing Schemes

We can demonstrate the qualitative value of our 3D metric when comparing, for example, smart-market pricing and flat-rate pricing. Figure 4 shows that these two schemes have distinctly different appearances when mapped into our 3D metric.
Fig. 4. Smart-market pricing model vs. flat-rate pricing model.

Fig. 5. Technical and economic efficiency, and social impact.

Congestion pricing maximizes the economic efficiency and social welfare (charging at the packet-level and taking into account the social cost of delivering a packet). Smart market is an extreme of this pricing category. By charging per packet and deploying the second-bid auction scheme, it maximizes the revenue for the ISPs. However, it has many implementation problems. It requires interior routers to sort packets according to their bids, thus requiring the deployment of new routers. Extra packet header fields are also required, and there is the additional communication overhead of the auctioning process to be considered. By contrast, flat-rate pricing incurs no special implementation costs but provides very low economic efficiency and social impact.

For most proposed pricing models with QoS guarantees, the economic efficiency and social impact goals are achieved to some extent, varying from an absolute QoS guarantee to a different relative priority. However, technical efficiency remains a concern—many QoS guarantee models are constrained by their requirement to upgrade all routers to support both the per-hop QoS mechanisms and the charging system.

Self-regulating schemes such as Paris Metro pricing and congestion discount might not work under competition with the nature of the current Internet. Service providers might lower their prices in response to competition, and economic efficiency and social-impact dimensions are hardly achieved. Table 1 provides a comprehensive comparison of many pricing models based on the dimensions of our 3D metric. Figure 5 summarizes the relative weights of our three dimensions for four different pricing model categories2).

V. Factors Inhibiting Deployment of Proposed Pricing Schemes

Implementation cost is one of the major factors hindering deployment of many of the proposed pricing schemes. This section discusses a number of other important inhibiting factors and returns to the implementation factor in a cost benefit analysis from an ISP’s point of view.

1. The Consumer Perspective

First, we examine the schemes in section III from a consumer perspective. Both the INDEX [29] and CATI [30] projects show that the most important requirements and expectations from the users’ perspective are transparency and predictivity of a pricing scheme—providing the users’ detailed charging information (such as per flow of traffic, per sessions, or per different services) and enabling users to predict or estimate the costs of using the network service [22], [31]. Charging schemes that adapt according to an internal network state rarely meet this criteria (excepting the highest bidding values in auction-based charging schemes). Prices can be updated in a short time-scale if the user-provider negotiation is done automatically, while negotiation requiring human intervention might prefer a longer and more stable time scale.

Another critical user requirement is stability—the assurance of QoS provided to users [22], [31]. In congestion pricing, users only pay more to gain a higher priority for their traffic, they do not gain any QoS assurance. Pricing for IntServ using RSVP provides hard QoS guarantees. However, users would be irritated when dynamic price changes result in the tear-down of their reservation mid-session. In terms of charging parameters (such as delay, jitter, and loss) we also need an exact definition of when “quality assurance is met.” Users must be able to estimate the impact of such quality

2) The value for each dimension presented in the figure is speculative rather than experimental in nature. We just present them here to demonstrate the visual effect of our evaluation model. The mapping between qualitative assessments to numerical representations for each dimension is a challenge and will be covered in our future work.
goals on their applications and see evidence that QoS targets have been met.

Pricing schemes should also be flexible and user friendly. Zone-based cost sharing and IntServ pricing with RSVP provides the ability to share costs between senders and receivers. However, IntServ pricing with RSVP is inflexible when it forces receivers to compete for resources along a common, and potentially congested, shortest path back to the source. The ability to switch between competitive ISPs remains an open issue.

2. The ISP’s Perspective

Next, we look at the schemes from an ISP’s perspective. Clearly, implementation costs are critical and must not exceed the revenues likely to be gained by deploying any new scheme. On the other hand, benefits come from improved network utilities and marginal revenues from valued customers. Figure 6 summarizes the related costs and benefits. An effective solution maximizes the consequences of implementation costs and benefits (of which additional revenue is just one).

Network stability and reliability must also be considered. ISPs resist deploying a complex technology if there are questions as to its reliability and operational effort. In this context, “throwing bandwidth at the problem” is attractively simple and reliable. Pricing schemes that require equipment upgrades must work around the reality of incremental end-to-end upgrades; they must consider backward compatibility with older parts of the network and different service domains.

The settlement processes between ISPs are also not addressed well in most proposals. For example, DiffServ is claimed to solve the scaling problem of IntServ technology; however, it lacks standardized service classes between ISPs—making a settlement between ISPs more difficult. Fraud protection and legal security are also important in charging for end-to-end QoS. In a multi-ISP environment, in case of a failure, there should be enough information to determine who has the liability for the failure. Table 2 summaries the reviewed models according to some of these inhibiting factors.

<table>
<thead>
<tr>
<th>Pricing scheme</th>
<th>Technical dimension</th>
<th>Economic dimension</th>
<th>Social welfare dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Require upgrade</td>
<td>Accounting</td>
<td>Charging method</td>
</tr>
<tr>
<td></td>
<td>equipment</td>
<td>overhead</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Communication</td>
<td>packet overhead</td>
<td>Second-bid auction</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Dynamic congestion pricing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Congestion pricing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Congestion pricing</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Split charge between sender &amp; receiver</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Static charge per class of service</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Static charge per class of service</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Auctioning for resource reservation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Negotiation by contract</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Charge only for actual QoS received</td>
</tr>
</tbody>
</table>

Fig. 6. Costs and benefits from an ISP’s perspective.
Table 2. Summary of the reviewed models according to some inhibiting factors.

<table>
<thead>
<tr>
<th>Pricing scheme</th>
<th>Transparency &amp; predictability</th>
<th>Stability of service</th>
<th>Price time scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smart market</td>
<td>Unpredictable &amp; non-transparent</td>
<td>Unstable &amp; no guarantee</td>
<td>Price fluctuates per packet</td>
</tr>
<tr>
<td>Shadow pricing</td>
<td>Unpredictable</td>
<td>No guarantee</td>
<td>Price fluctuates depending on the network’s condition</td>
</tr>
<tr>
<td>Edge pricing</td>
<td>Predictable to some extent</td>
<td>No guarantee</td>
<td>Dynamic pricing depends on network condition and estimation</td>
</tr>
<tr>
<td>Congestion discount</td>
<td>Predictable</td>
<td>No guarantee</td>
<td>Dynamic pricing depends on network condition and estimation</td>
</tr>
<tr>
<td>Zone-based cost sharing</td>
<td>Predictable</td>
<td>No guarantee</td>
<td>Price fluctuates per packet</td>
</tr>
<tr>
<td>Paris metro</td>
<td>Predictable</td>
<td>No guarantee</td>
<td>Static over long time scales</td>
</tr>
<tr>
<td>Priority pricing</td>
<td>Depends on the actual implementation</td>
<td>No guarantee</td>
<td>Depends on the actual implementation</td>
</tr>
<tr>
<td>IntServ &amp; RSVP</td>
<td>Unpredictable</td>
<td>No guarantee during re-negotiation period</td>
<td>Dynamic per contract interval</td>
</tr>
<tr>
<td>RNAP</td>
<td>Predictable</td>
<td>No guarantee during re-negotiation period</td>
<td>Dynamic per negotiation interval</td>
</tr>
<tr>
<td>Actual service received</td>
<td>Unpredictable</td>
<td>No guarantee</td>
<td>Depends on the network’s condition</td>
</tr>
</tbody>
</table>

VI. Possible Pricing Solutions for the Internet

We suggest short-term and long-term Internet pricing solutions, reflecting the constraints of supporting QoS mechanisms, time scales for technology standardization, and the current Internet context. Currently, there is a limited deployment of QoS technologies (such as IntServ and DiffServ) which discourages research into QoS pricing schemes. On the other hand, a lack of supporting pricing schemes inhibits deployment of new QoS technologies. Therefore, the most appropriate short-term solutions would be pricing models built around best-effort traffic and mechanisms. However, in the long-term, additional demand for a “hard” QoS will make efficient QoS pricing schemes more desirable.

For example, a short-term Internet pricing solution would combine flat-rate pricing, usage pricing, and congestion pricing with a compromise of implementation costs and benefits. Flat-rate pricing covers the fixed costs of services while usage and congestion pricing controls congestion, differentiates service by different charging levels, increases social welfare and fairness among Internet users, and produces improved marginal revenues for service providers.

Long-term Internet pricing schemes must allow a predictable establishment of QoS tied closely with measurable charging parameters (such as bandwidth, delay, jitter, and loss) and unambiguous overall financial consequences for users. There are no clear solutions at this stage that account for user control of routing, cost sharing between senders and receivers, and standardized settlements between ISPs. Authentication and legal security issues also need to be solved in the longer term.

VII. Conclusions

This paper has presented a novel 3D model for qualitatively analyzing and evaluating Internet pricing schemes based on orthogonal metrics of technical efficiency, economic efficiency, and social impact. We have reviewed Internet pricing research over the last ten years and compared and evaluated the reviewed models using our 3D visualization model. We have also highlighted the possible factors that have inhibited the deployment of the discussed models and proposed short-term and long-term Internet pricing solutions.

A viable pricing scheme will be a trade-off between technical efficiency, economic efficiency, and social impact. For example, a simple, low-cost and easy-to-explain scheme with moderate economic efficiency might be preferable to a scheme showing optimal economic efficiency but complex and costly implementation.

Most of the models reviewed here have been theoretical or speculative rather than experimental in nature, so it is difficult to make clear and strong assessments to their worth. Although our evaluation model based on a 3D metric addresses critical aspects of a pricing model, it needs to be supported by a strong experimental base. Future research, therefore, should include a detailed evaluation of the technology implemented for the proposed pricing schemes.
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