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This paper proposes a distributed borrowing addressing (DIBA) scheme to solve problems of failure in address assignments resulting from limited tree depth and width when the distributed address assignment mechanism is used in a ZigBee/IEEE 802.15.4 wireless sensor network. DIBA is a method of borrowing addresses from neighbor nodes for newly entering nodes and assigning the borrowed addresses. Its network or sensing coverage can increase with almost the same overhead as the existing method. DIBA is a simple and lightweight means of addressing and routing, making it suitable for wireless sensor networks. Simulations showed that DIBA is a distributed addressing scheme with consistently excellent performance.
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I. Introduction

ZigBee is a wireless communication standard for low cost and low power consumption based on IEEE 802.15.4 MAC/PHY [1]. It has been used as a representative protocol for wireless sensor networks (WSNs). The ZigBee standard [2] presents two network address assignment mechanisms: the stochastic address assignment mechanism (SAAM) and the distributed address assignment mechanism (DAAM). In both mechanisms, parent nodes themselves choose addresses and assign them to their children without the help of specific central nodes. This is also characteristic of previously studied mobile ad hoc networks [3]-[5].

SAAM needs to check whether or not addresses are duplicated through duplicated address detection [6] after assigning random addresses. In this case, an on-demand (reactive) [7]-[9] or table-driven (proactive) [10] routing protocol is required when packets are transmitted because addresses are assigned at random. Consequently, these routing protocols are inappropriate for low power/low capacity WSNs because they require frequent broadcasts, large packet header sizes, high memory cost, and so on.

DAAM organizes tree networks and routes packets using only address information, without requests for extra routing tables or route retrieval processes. It guarantees the uniqueness of addresses with a regular address assignment method using a function called Cskip. DAAM begins with previously designated values for the maximum tree depth \( L_m \), the maximum number of children \( C_m \), and the maximum number of children that could be routers \( R_m \). However, when the ultimate aim is a self-organizing WSN [11], [12], it is difficult to expand the network area in a scalable manner using DAAM. For example, when three nodes are placed around the first
personal area network (PAN) coordinator in the network using \(C_m = 3, R_m = 3, \text{ and } L_m = 4\), we cannot know whether the three nodes around the PAN coordinator will all become child nodes of the PAN coordinator or will form a linear chain. If the latter takes place, the network area can only be narrowed because \(L_m\) is quickly consumed. If nodes enter from unexpected directions, the problems will be more serious. The higher the number of surrounding nodes, the more frequently this problem will occur. When a node enters the network, it is difficult to automatically decide whether it should use \(C_m\) or consume \(L_m\) given the present condition of address use in its network. Figure 1 shows the problems of DAAM address setup. Newly entering node \(i\) requests address assignment from parent node \(m\), but node \(m\) cannot assign an address to node \(i\) due to the limit of \(C_m = 3\).

In [13], there are three solutions for these problems. First, centralized stateful address configuration (CSAC) manages all the addresses in the PAN coordinator. Second, hybrid address configuration assigns addresses using CSAC to the nodes that cannot be assigned addresses based on DAAM. In the third approach, block address configuration, a block of addresses of a certain size is delegated to the router for it to manage. However, they are all centralized methods in which a central node manages addressing. Linear address assignment (LAA) [14] also needs a central node to arrange addressing. LAA requires an additional table for routing, messages for route setup, and an additional header format. It cannot maintain the advantages of DAAM. Centralized addressing may incur a long delay before address assignment because of the need to communicate with the central node, that is, the PAN coordinator. The delay may cause timeout of the association process in the IEEE 802.15.4 standard and cause address assignment to fail.

Consequently, this paper proposes distributed borrowing addressing (DIBA) which maintains the advantages of DAAM and builds a wider network area than DAAM. By borrowing addresses from neighbors, DIBA achieves a higher address assignment success rate and guarantees the uniqueness of addresses. We also propose a routing method for DIBA with a very simple routing table.

The remainder of this paper is organized as follows. Section II describes the basic operation and routing method of DIBA. Section III compares the performance of the proposed method with DAAM through simulation. Finally, section IV is a conclusion summarizing the study.

II. Distributed Borrowing Addressing Scheme

1. Address Configuration

If a new node enters a ZigBee network, it should find candidate nodes for its parent by scanning. If the newly entering node \(i\) is located within the radio coverage of parent nodes \(m\) and \(c\), as shown in Fig. 2, node \(i\) selects for its parent the candidate node which has more unoccupied child addresses available for assignment. All router nodes broadcast beacon frames including the number of children that they can add, that is, the number of remaining addresses to assign, called the available address count (AAC), and newly entering nodes can obtain the information from their parent candidates.

The parent node which receives the association request message assigns the address if there remains an available address (AA). On the other hand, if the available address count is zero or the tree depth is \(L_m\) or more, it obtains an address through the address-borrowing mechanism of DIBA. Figure 3 illustrates the operation of DIBA. If node \(m\), which has received an association request from newly entering node \(i\), has a limit of 3 children \((C_m = 3)\), an address for node \(i\) cannot be assigned because node \(m\) already has nodes \(a\), \(b\), and \(c\) as children. To solve this, node \(m\) should broadcast an address borrowing request (AB_REQ) messages to borrow addresses from its parent node and children, called neighbor nodes. The neighbor nodes \(k, a, b, \) and \(c\) respond to node \(m\) with address borrowing response (AB_RSP) messages including AA and AAC. If AAC is zero, no AB_RSP message is transmitted. Node \(m\) sets a timeout value and checks the contents of the AB_RSP messages it receives from neighbor nodes during this interval. The node and address to borrow are selected with the following priority. First, an AA of the node with the biggest AAC is selected. If the AACs are identical, an AA of the

Fig. 1. Address configuration problem of DAAM.

Fig. 2. New node entering a network.
neighbor node with the highest address should be selected.

If node \( m \) decides to borrow an address from node \( c \) through this process, as shown in Fig. 3, node \( m \) informs node \( c \) through the address borrowing ACK (AB_ACK) message. On receiving this message, node \( c \) records the address it has lent and updates its routing table. Node \( m \) makes node \( i \) its child by assigning the borrowed address through an association response message. Finally, the newly entering node \( i \) joins the network.

According to the IEEE 802.15.4 standard, a device sends the data request command for the association response message to the coordinator \( \text{macResponseWaitTime} \) symbols after the acknowledgment of an association request command. The maximum value of \( \text{macResponseWaitTime} \) is 64×\( \text{aBaseSuperframeDuration} \), which is 983 ms at the 2.45 GHz band. In DIBA, after a parent receives the association request, it broadcasts AB_REQ and waits a certain time for AB_RSPs. When the timer expires, the parent chooses the AA and then sends an association response command to the newly entering node \( i \). Thus, the delay between the association request command and association response command is the time taken to exchange AB_REQ and AB_RSP messages.

In DIBA, a node broadcasts AB_REQ messages only to its parent node and child nodes within a single hop. If it were to broadcast AB_REQ to neighbors located over multiple hops, the probability of borrowing an address would increase. However, this might incur a long delay and cause association response timeout. Moreover, if AB_RSP messages are delivered to many nodes in a dense network, the routing table is complicated and many collisions occur. Thus, because of such overhead, multi-hop borrowing is not appropriate for WSNs. However, if the network area is intended to be more expandable even though overheads are suffered, increasing the hop range for borrowing is possible. Figure 4 is the pseudo-code for the address-borrowing process of DIBA in the parent node.

The nodes that have received AB_REQ messages seek an appropriate AA to lend using

\[
\text{AA} = \text{My_addr} + (R_m - \text{num_BA}) \times \text{Cskip}(d) + 1, \quad \text{num_BA} < R_m
\]  

where \( \text{Cskip}(d) \) is a parameter of DAAM explained in the ZigBee specification, \( d \) is the depth of the current node, and \( \text{num_BA} \) is the number of addresses borrowed. AA is the largest of the addresses which are not already assigned to child nodes or lent to other nodes.
If \((\text{num}_\text{child} + \text{num}_\text{BA} < C_m)\) and \((\text{my}_\text{depth} < L_m)\)

Select AA using (1).

Transmit AB_RSP including AA.

Set timer (T2).

While \(T2\) Do

If (AB_ACK is received)

Update the routing table.

Increase num_BA by 1.

End If

End While

End If

If a newly entering node is assigned the available address for lending (AAL) of another node, this means that the node secures as much address space as the address block \([\text{AAL}, \text{AAL} + \text{Cskip}(d) - 1]\), where \(d\) is the depth of the node lending the address block. This address block is calculated by the address assignment method of DAAM. Thus, borrowing an address AAL from a node is the same as borrowing as much as the size of the address block \([\text{AAL}, \text{AAL} + \text{Cskip}(d) - 1]\). A part of a borrowed address block cannot be borrowed again.

Figure 5 represents the algorithm executed in the nodes receiving the AB_REQ message as pseudo-code.

If the node which borrows the address leaves the network and the lender is its child, the lender should try to re-associate with another node and be assigned a new address because of the hierarchical tree topology. However, if the lender is the parent of the borrower, the lender is aware that the borrower leaves the network. The lender repossesses the address which was lent to the borrower. If the lender leaves the network and it is the child of the borrower, the borrower does not have to return the borrowed address and keeps the address.

2. Routing Algorithm

Figure 6 shows an example ZigBee/IEEE 802.15.4 WSN using DIBA. This network maintains a tree topology as shown in the figure. When a new node tries to associate with node 81, which has three children and cannot have any more children \((C_m = 3)\), node 81 borrows the address 104, which is reserved for a child of node 95, from node 95 and assigns the address to node 81’s new child. Node 104 in turn accepts nodes 105 and 106 as its children and assigns their addresses.

DIBA uses tree routing based on DAAM and has the advantage of a simple routing algorithm. To show the difference between routings of DIBA and DAAM, let us suppose that node 104 is the destination node, and the source node is located within region A. If the tree routing method of DAAM is used, the data packet is forwarded to node 95 via node 81 because address 104 is originally for a child of node 81. However, the data packet cannot be forwarded to the destination because node 95 lent address 104 to node 81 as shown in Fig. 4. To route packets correctly, in DIBA, each node maintains a routing table which stores the borrowed addresses, lenders, and borrowers, as shown in Table 1. On receiving a data packet, node 81 forwards it to node 104, not node 95, after consulting its routing table.

The routing table maintains the 16-bit short addresses, lender addresses, and borrower addresses as listed in Table 1. A short address is the address of a node and yields the address block owned by the node. The address block includes all the addresses from short address to short address plus \(\text{Cskip}(d) - 1\) as mentioned earlier. The lender is the node which lends an address, and the borrower is the node which borrows the address. The size of the routing table can be calculated. When a node borrows an address, it adds the borrowed address and the borrower address to its own routing table. Because the size of an address is 2 B, the routing table increases by 4 B whenever it borrows or lends an address. Because an address is borrowed only from a parent or children in DIBA, the additional elements of the routing table are small. Thus, the routing table
incurs little memory overhead.

Each node performs routing by the algorithm of Fig. 7 based on these three kinds of address information. First, a node that receives a data packet examines whether the destination address is itself or belongs to a child’s block. If the destination address belongs to a child’s block, the node checks if the child’s block has been lent by checking its routing table. If it is lent, the node forwards the packet to the borrower. If it is not lent, the node forwards the packet to the child. If the destination address is not included in the address block of the child nodes, they directly forward the data packets to parent nodes as in the routing method of DAAM. Figure 7 lists the pseudo-code of the routing algorithm.

III. Simulation

In this section, we evaluate DIBA in ZigBee/IEEE 802.15.4 WSNs using network simulation. The simulation scenarios are divided into two types: uniform and random arrangement of sensor nodes. In the simulations, DIBA was compared with DAAM in terms of the address assignment rate (success rate) and the size of the networking area (sensing area). Simulations were performed using the simulation tool QualNet.

We measured the impact of the tree depth limit \( L_m \) on the address assignment rate and the networking area in a WSN where 900 sensor nodes were uniformly arranged at 100 m spacing in a 3000 m \( \times \) 3000 m plane. Another simulation was conducted with various \( L_m \) values after 900 sensor nodes were randomly arranged in a 1500 m \( \times \) 1500 m plane. Second, to measure the effect of node density on performance, we increased the total number of nodes by changing the spacing of uniformly arranged sensor nodes from 100 m to 25 m in the regular 1500 m \( \times \) 1500 m plane. For random arrangement, from 400 to 800 sensor nodes were randomly arranged in the simulation. For various values of \( C_m \), the performance was evaluated. In all cases, the radio range of the sensor nodes was fixed at 100 m.

The sensor nodes were placed so that less than 70% to 80% of the nodes would have address assignments. The values of
NAA is an abbreviation for number of assigned addresses. These parameter sets allow assignment of 65,528 addresses.

10, and gave the highest value of 23.8% when Lm was 6. The average IR was 16.02%.

Fig. 10. Impact of Cin, Rin, and Lm changes on the number of assigned addresses with (a) uniform placement and (b) random placement.

Rin, Cin, and Lm were chosen to ensure that sensors that could not get address assignments always existed. This design was chosen to provide significant changes in assignment rate.

Figure 8 shows uniform and random distributions of nodes for simulation. The big point at the center is a PAN coordinator and the surrounding small points are the coordinators acting as routers. Figure 9(a) shows the network area when using DAAM or DIBA with uniformly arranged sensor nodes, and Fig. 9(b) shows the tree network built through the simulation when sensor nodes were placed randomly.

Figure 10 shows the influence of Lm on the address assignment rate. The x-axis shows Cin, Rin, and Lm in turn. These parameter sets allow assignment of 65,528 addresses. NAA is an abbreviation for number of assigned addresses and NAAr is the assignment rate over all 900 nodes. The two bars show the number of addresses assigned by each algorithm, and the two lines represent the assignment rates in percentages. When Lm decreased from 15 to 7, the graph shows that the number of assigned addresses decreased. DIBA showed a higher success rate than DAAM in address assignment. If the improvement ratio (IR), which is the degree of performance improvement of DIBA over DAAM, is examined, the random node distribution gave the lowest value of 4.8% when Lm was 10, and gave the highest value of 23.8% when Lm was 6. The average IR was 16.02%.

Fig. 11. Impact of Cin, Rin, and Lm changes on the number of assigned addresses with (a) uniform placement and (b) random placement.

Figure 11 shows that DIBA widened the sensing coverage (or network coverage) of the sensor network compared with DAAM. The full network coverage ratio (FNR) is the ratio of the area covered by the network to the entire area in the simulation. The two bars show sensing coverage areas in units of 100 m² using DAAM or DIBA for various combinations of Cin, Rin, and Lm. The two lines above the bars show FNR values when DIBA and DAAM were used, respectively. The extended coverage ratio (ECR) is the percentage by which the sensing area was widened by using DIBA instead of DAAM.

As shown in Fig. 11, the higher (lower) the value of Lm was, the wider (narrower) the network coverage became. DIBA increased FNR values by a maximum of 9% and a minimum of 5% and raised the average by 6% compared with DAAM over all the Cin, Rin, and Lm combinations. If this is expressed as ECR to show the degree of performance improvement, the values ranged from 14% to 41% with an average of 26%. In the environment where the radio coverage was 100 m and the nodes were uniformly arranged 100 m apart, the sensing area was also widened when the number of nodes involved in the network increased.

Figure 12 shows how node density affected the address assignment rate. In this experiment, NAAr is the ratio of the number of assigned nodes to the maximum number of nodes available for arrangement within the radius of communication when Lm was 6. In the uniform placement, at most 113, 200, 450, and 1800 nodes could be arranged respectively with node spacings of 100 m, 75 m, 50 m, and 25 m, and these node numbers were used to calculate the percentages. In the experiment with random distribution, the total numbers of nodes shown on the x-axis of Fig. 12(b) were used for the percentages. DAAM and DIBA results appear in pairs, and the address assignment rate can be seen to increase with larger Cin.

Because different restrictions (Cin, Rin, and Lm) lead to different network topologies, a graph with different restrictions shows irregularities. Note that results of DAAM and DIBA
with the same \( C_m, R_m, \) and \( L_m \) values should be compared in pairs. DIBA guaranteed higher address assignment rates than DAAM for all \( C_m \) values. The address assignment rates dropped at higher densities in Fig. 12(a) because the denominator of the address assignment rate increased with higher node density while \( L_m \) was fixed. The number of nodes to which addresses were assigned actually increased. DIBA gave higher address assignment rates than DAAM at all values of \( C_m \) and node density as shown in the graphs.

Figure 13 shows how much improvement over DAAM DIBA could give in terms of IR. The performance improvement did not increase regularly with the node spacing as shown in Fig. 13(a). When the node density in the network is normal, nodes which cannot be covered by the maximum length (\( L_m=6 \)) appear and DIBA can improve the address assignment rate over DAAM. In contrast, when the node density in the network is low, many nodes succeed in achieving addresses in DAAM, which leads to a low IR in DIBA. When the node density in the network is high, the denominator of the address assignment rate becomes large, and addresses of many nodes cannot be assigned by DAAM. The numerator of the address assignment rate also becomes larger than that of lower node density. This leads to the irregularity of IR related to the network topology, which varies according to \( C_m, R_m, \) and \( L_m \) as well as the node density. However, almost all the curved lines show average IR values of 15% to 25%. In the random distribution of Fig. 13(b), because the average distances between nodes were largest in the case of 400 nodes, the IR was small. Nonetheless, in the cases of 500 to 800 nodes, the average IR values were from 15% to a little over 20%, except in the case of \( C_m=4 \). DIBA improved the address assignment rate by at least 10% and about 20% on average compared with DAAM.

Figure 14(a) clearly shows the advantages of DIBA and generalizes the previous graphs. The top two lines show the average address assignment rates using DAAM and using DIBA according to the number of nodes in the network. This figure shows the address assignment rates when \( C_m \) was in the range from 3 to 7. DIBA is superior to DAAM in the average address assignment rate. DIBA achieved address assignment rates 7% to 13% higher than those of DAAM. Because DAAM and DIBA guarantee address assignment rates from 30% to 70% in all cases, a 7% to 13% increase in address assignment rates is highly significant. The bottom line shows that IR averaged 21.92%, ranging from 18% to 24%. With random node placement (see Fig. 14(b)), DIBA achieved address assignment rates 7% to 8% higher than those of
DAAM except in the case of 400 nodes. Because the address assignment rates were 40% to 55% in all cases, a 7% to 8% increase is meaningful. The IR averaged 21.92% when the case of 400 nodes was omitted, ranging from 6% to 23%.

IV. Conclusion

We proposed DIBA, a method of borrowing unused addresses from neighbor nodes and adopting them. We also suggested a routing algorithm using DIBA. DIBA solves the problem that addresses cannot be assigned to nodes newly entering a network due to limits on the number of children and tree depth when using DAAM, the existing lightweight addressing method of ZigBee. Simulations with both uniform and random node placements were performed using the simulation tool QualNet. We demonstrated the effects of varying the tree depth limit and the node density in the networks. DIBA improved address assignment rates and network coverage compared with DAAM in all the simulated environments. DIBA can expand network coverage and achieve a semi-scalable network using distributed addressing and lightweight routing algorithms suitable for ZigBee/IEEE 802.15.4 WSNs.
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