Applying face alignment after face detection exerts a heavy influence on face recognition. Many researchers have recently investigated face alignment using databases collected from images taken at close distances and with low magnification. However, in the cases of home-service robots, captured images generally are of low resolution and low quality. Therefore, previous face alignment research, such as eye detection, is not appropriate for robot environments. The main purpose of this paper is to provide a new and effective approach in the alignment of small and blurred faces. We propose a face alignment method using the confidence value of Real-AdaBoost with a modified census transform feature. We also evaluate the face recognition system to compare the proposed face alignment module with those of other systems. Experimental results show that the proposed method has a high recognition rate, higher than face alignment methods using a manually-marked eye position.
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normalize its size and skew by finding the darkest two points in the eye candidate regions. If the size of the face image is large (about 100×100 pixels and over), the pupils of the eyes can be detected easily, but this is difficult when the face size is small. In Fig. 1, the size of the face is only about 13×13 pixels in a 320×240 pixel image when captured at three meters away with a horizontal field of view (FOV) of 52 degrees. In this face image, the eyes are extremely blurred. Therefore, an eye-detection-based face alignment method may not be applicable to a robot environment.

Recent face alignment investigations [5]-[14], except for eye detection, are almost all focused exclusively on the active shape model [15], active appearance model (AAM) [16], or their variants. The performance of the AAM depends on modeling and fitting. The AAM is sensitive to initial parameter values and is apt to be trapped at the local minima in the fitting process. If the face image quality is extremely low, it is very difficult to deal with features accurately. Most recent face alignment researchers use high quality images that have clear edge information. Thus, face alignment with the AAM method is also not appropriate for robot environments where the quality of the image is poor and only a little edge information is available.

We assume a robot needs to recognize people looking into the robot's eyes, that is, the robot's camera. Therefore, our face alignment method is aimed to target at frontal faces. Considering a robot environment, we would like to focus attention on how to align a tiny and blurred face as a preprocessing step in face recognition. With such facial images, we assume that exact eye detection is difficult, even for humans. For this reason, we propose a new method of face alignment. In brief, our method is used to train the classifiers that divide aligned and non-aligned faces. This method simply uses more of the face region (including eyes, nose, and mouth components) than eye-detection-based face alignment. The most fascinating discovery is, in our own database, final face recognition rates under our modified census transform (MCT)-AdaBoost face alignment method are better than ground-truth-based face alignment at a distance.

II. Proposed Face Alignment Method

1. Face Alignment as Classification

To find an exact mugshot region in an unevenly detected face, we need a metric function for assessing how well the face is aligned. A solution for the alignment score can be found in the confidence value of Real-AdaBoost. Real-AdaBoost is a generalization of Discrete AdaBoost, which appears in the work of Freund and others [17]. It uses real-valued ‘confidence-rated’ outputs instead of {−1, 1} of discrete AdaBoost. The weak learner for this generalized boosting generates a mapping, \( f_m(x) : X \rightarrow R \), where \( X \) is the domain of the predictive feature \( x \).

In the prediction, the sign of \( f_m(x) \) provides the classification, and its magnitude provides the measure of ‘confidence’ [18].

Eventually, we assumed that face alignment is a classification problem to separate well-aligned from non-aligned faces. In the following, we present the feature and training methods.

2. Feature Selection

In order to reflect the robustness toward illumination variation, MCT [19] features were selected. The equation of MCT is

\[
\zeta(I(x), I(x')) = \bigotimes_{y \in N'(x)} (I(y) > I(x')) \text{ or 0}.
\]

where \( \zeta(I(x), I(x')) \) indicates a comparison function, which is 1 if \( I(x) < I(x') \) or 0; \( \bigotimes \) denotes the concatenation operation; \( N'(x) \) is a local spatial neighborhood of the pixel at \( x \); and \( I(x) \) and \( I(x') \) denote the pixel’s gray intensity at \( x \) and the mean of neighborhood intensity, respectively. MCT can determine the 511(25−1) structure kernels defined on a 3×3 neighborhood. Figure 2 shows an example illustration of an MCT.
3. Training Classifier

AdaBoost can be used to combine the feature selection and classifier. The training of AdaBoost usually shares a cascaded classifier for object detection; however, in the aspect of feature selection, we expected that many weak classifiers would significantly help to find a reliable confidence value. Thus, we trained only a single-stage classifier with many features. The number of trained locations for that classifier was 1,000 (the window can have a maximum of \((45 - 2) \times (40 - 2) = 1,634\)).

To train the classifier, we use the AdaBoost procedure of Fröba and others [19]. In this subsection, we briefly describe their boosting procedure.

The resulting values of the MCT feature are integer indices lying within the range of \([0 \text{ to } 511]\), and each index of a specific pixel location is used to construct the weak classifiers \(w_x\). In brief, if it is more likely to show up in a positive class, the weak classifier is assigned 0 at kernel index \(\gamma\); otherwise, it is assigned 1. The pixel classifier \(h_x\) is the weighted sum of all weak classifiers \(w_t\) at location \(x\). Thus, this is comprised of a lookup table of length 511, which is the number of MCT kernel indices. The lookup table holds a weight for each kernel index. The final stage classifier \(H(\Gamma)\) is the sum of all pixel classifiers \(h_x\).

\[
H(\Gamma) = \sum_x h_x(\Gamma(x)) .
\]  

Fröba and others use the decision rule, \(H(\Gamma) \leq T\), where \(T\) is the score threshold to classify a face or non-face. However, our face alignment problem is classifying an aligned face among a roughly detected face image. Therefore, we need to train a strong classifier that can divide aligned and non-aligned faces, which means that

\[
H(\Gamma_i) < H(\Gamma_j) ,
\]

where \(\Gamma_i \in A\) and \(\Gamma_j \in N\), where \(A\) and \(N\) are the classes of aligned and non-aligned faces, respectively. We expected that (3) would be satisfactory if training sets containing positive and negative examples are well organized for modeling aligned and non-aligned faces. The construction of positive and negative training sets will be introduced in the next session.

4. Positive and Negative Training Samples

For training the classifiers of the proposed face alignment method, it was necessary to obtain a large database with aligned and non-aligned face images. We gathered a large number of face images (about 14,000 images) from the Internet. First, we marked eye position manually, and then we made aligned and non-aligned face images through the normalization process. More specifically, all aligned faces have to be normalized to have identical eye locations which, in our case, are \((10, 15)\) and \((30, 15)\) in a \(40\times45\) pixel-sized face. On the other hand, non-aligned face images were generated from images in the positive samples with random modification of eye positions. In such ways, our positive image set contains 10,000 aligned face images, and our negative image set has 50,000 non-aligned face images. Figure 3 shows some sample images of positive and negative training sets for face alignment.

5. Face Alignment

Figure 4 illustrates the proposed face alignment process. The process includes the construction of the search space, searching...
for the maximum confidence value of the classifier, and cropping the mugshot region from the most appropriate image of the search space pool. In order to find a mugshot to recognize, an exact face region is searched from a rough face region. A rough face means that the face region is more expanded than that from face detection because a detected face region often does not include the entire face region that is needed for recognition. The size of a mugshot, which is used as a feature, is 40×45 pixels for our face recognizer. Thus, the search space was set to be bigger than 40×45 pixels. The size of each face window (mugshot) was fixed, so we reconstructed the search space by considering the size and rotation variations. We formed search spaces with 10 different sizes and 5 different angles. In one candidate face image of the search space pool, a distribution of alignment score is created using the confidence values, which are an output of the MCT-AdaBoost face alignment method, of the sliding windows. Among these alignment score distributions, an image having a minimum value (maximum confidence) is regarded as appropriate when the face is mugshot-sized and not rotated, that is, aligned. The position of the maximum confidence value is offset to crop an aligned face from that image.

III. Experiments and Results

1. Database

We collected a realistic and large database to evaluate the performance of the proposed face alignment method in a robot environment. This database is different from the database for training alignment engine. The database contains frontal-view face images of 10 users within three ranges of distance, 1 m, 2 m, and 3 m, during one month in a general home environment. The number of users was determined after consideration of the family members.

The process of building the database is described as follows. Our basic assumption is that users are looking at the robot in various face poses and talking. Users can laugh, occasionally grimace, and look at other places. Most of the time, however, they maintained eye contact while the images were captured. Due to the limitation of the camera FOV, we had to capture image sequences of user in different posture at different distances. For example, users can sit on the floor at 1 m, sit on a chair or stand at 2 m, and stand at 3 m. Variations in illumination are also included to reflect uncontrolled environments. The database contains a total of 20,750 images. Figure 5 shows some sample images at different distances. The resolution of the captured images is 320×240 pixels, and the horizontal FOV of the camera was 52 degrees.

We used 200 images for the gallery, which were captured from a 1 m distance during the first five days. For the probe images, 6850×3 pixel images are used, captured at different distances, 1 m, 2 m, or 3 m.

To develop our face alignment and recognition algorithm, we needed to build a ground truth of our database, but the facial sizes are too small to create it exactly. Therefore, we marked the eye positions at the sub-pixel level by magnifying the face regions by about ten times.

2. Comparison of Alignment Methods

A face alignment result itself may not be sufficient for awareness of the significance of the face alignment method. For example, if we obtain a result with a difference of two pixels in left eye position between the face alignment method and ground truth, it is difficult to instinctively understand the worth of this value (two pixels). Therefore, we show the results of face recognition rates for the evaluation of face alignment. A comparison of changes in recognition rates is helpful to judge which face alignment engine is better and how much better it is. Note, of course, that comparison of alignment methods is only possible when the user’s faces are detected already. Our face detector can detect a user’s face when the eyes are visible. Ideally, every detected face was of a full frontal view. Figure 6 shows an abbreviated flow diagram of the comparison experiments used. For comparison, we implemented three alignment methods.

In the first method, we directly used a detected face instead of an aligned face. However, the detected face was normalized in its size and skew for recognition. Here, we need to describe our face detector further. For detection of a small face, we trained the weak classifiers of AdaBoost with small frontal faces (16×16 pixels).
The number of training samples is 18,000 for positive images and 60,000 for negative ones. The negative samples were cropped and extracted into 5,000 high-resolution non-face images. We also used four stages for cascade training. Details of the training algorithm are provided in [20]. This face detector can detect a human face at 3 m away from a robot, assuming that the robot camera has a 52 degree FOV and a resolution of 320×240 pixels.

The second and third methods use eye detection. We adopt two eye detection methods. The first is the AdaBoost method. For eye detection, the fast object classification approach of Viola and others [21] is attracting significant attention. Based on their approach, many different authors have made classifiers for public use. Castrillón Santana and others [22] analyzed the individual performance of these public classifiers. They showed that their eye detector has the best results in their facial feature detection experiments, especially in eye detection. The number of stages is 16 for the left eye and 18 for the right, and the classifier in the cascade is 18×16 pixels.

The second eye detection method is based on the method of Yoon and others [23] because of its computational efficiency and simple structure. The process is as follows: The first step is adaptive sobel edge detection of a face image. The second step is a two-pass labeling algorithm. The last step is the verification of the size, shape, and symmetry using face model knowledge for eye detection. For convenience, we call this method an edge eye detector.

Comparison of face alignment ability is done through face recognition rates. Our face recognizer is based on a composite of multiple features and matching algorithms. We adopted a multiple principal component analysis (PCA) and edge distribution methods, as features for human face representations. These features are projected onto a new intra-person/extra-person similarity space that is comprised of several similarity measures. The final evaluation is done using a support vector machine (SVM). Further details can be found in [24].

3. Experimental Results

Figure 7 and Table 1 show the face recognition rates according to the various face alignment methods. The face recognition results show that proposed AdaBoost with the MCT feature is better than eye-detector-based face alignment and face detector alone. The proposed method shows an even higher rate than ground-truth-based face alignment within all distance ranges. This result is reasonable under the assumption that manually marking the exact eye or iris region is difficult in a small and blurred face image. In the following discussion, we will address this in depth.

Table 2 shows the average processing time according to the alignment method.
face alignment method used. This time includes face detection and face alignment. The system used in this experiment is a 2.6 GHz Pentium 4. The software used in this work has been implemented in C++. No GPU-based acceleration was used. We used the Intel OpenCV library [25] only for the Haar eye detector.

4. Discussion

In the general face recognition problem, it is unusual that a recognition rate using the ground truth is lower than that using other algorithms. However, this is possible when the target of manual marking is not an ID but the eye location in a blurred face image. In the case of a low-quality blurred face image obtained in a robot environment, the manual marking of the eye location is difficult, even if the images are resized through high magnification, because most of the face components are significantly blurred.

Figure 8(b) shows a simple example of a resized image that was cropped from a detected face at 3 m and 640×480 resolution in image of Fig. 8(a). Note that Fig. 8(a) has higher resolution than that of face recognition databases. The original face size was 36×48 pixels, and the resized face is 360×480. Since this image is magnified ten times, the process of eye-marking makes a sub-pixel level ground truth. Ten eye positions were marked by ten people. The mean position of left eye marks is (123.9, 121.3), and its standard deviation is (2.6, 6.1) pixels. According to the research of Wang and others [13], if we assume that the exact eye position is equal to the mean, this roughly 6 pixel eye location error can reduce the face recognition accuracy by over 10%. This implies that facial recognition using face alignment with a manual marking of the eye position cannot achieve the highest rates.

As can be seen in Fig. 7 and Table 1, the recognition rates of 1 m reveal that conventional face-alignment-based eye detection is applicable when the distance between a robot and the user is short. When the distance is long, however, it is difficult to detect the exact eye position. The recognition rates of eye-detection-based methods are proportionally lower with a longer distance. Because the distance is longer, the detailed information around the eyes is loose. On the other hand, the proposed method uses the entire appearance of the face. This means that our alignment method utilizes more information than those based solely on eye detection. Therefore, the recognition rate of our method can be higher than other methods at a distance.

Even though the processing time of our proposed algorithm is about two-times slower than the eye detection methods, 118 ms (over 8 frames/s) can be acceptable in robot applications.

In order to align a face, the feature used in this study is MCT. However, this would not exclude the use of other features such as Haar-like features [21]. A more important point to be emphasized is that the negative training samples were non-aligned faces, instead of arbitrary non-facial images normally used in the training of face detectors. By using non-aligned faces, we could discriminate the best aligned faces from non-aligned faces efficiently.

IV. Conclusion

In this paper, face alignment using the MCT-AdaBoost technique is proposed to align a detected face image. We collected a large database in a real home environment to assess the performance of several face alignment methods. Even though conventional eye-detection-based face alignment gave a low face recognition rate at a distance, the proposed MCT-AdaBoost-based face alignment method gave a higher recognition rate than manual face alignment based on ground truth. The proposed face alignment method can be applied to various applications dealing with a highly degraded image, such as that from an intelligent service robot, long-range surveillance, and so on. Future work will focus on speed improvement of the proposed algorithm using optimization algorithms such as the Gradient descent method.
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