In this paper, we present a novel vision-based method of recognizing finger actions for use in electronic appliance interfaces. Human skin is first detected by color and consecutive motion information. Then, fingertips are detected by a novel scale-invariant angle detection based on a variable $k$-cosine. Fingertip tracking is implemented by detected region-based tracking. By analyzing the contour of the tracked fingertip, fingertip parameters, such as position, thickness, and direction, are calculated. Finger actions, such as moving, clicking, and pointing, are recognized by analyzing these fingertip parameters. Experimental results show that the proposed angle detection can correctly detect fingertips, and that the recognized actions can be used for the interface with electronic appliances.
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I. Introduction

In vision-based augmented reality systems, a user’s shape and actions are essentially detected from an image sequence acquired by a camera. Although the face, hand, finger, or entire body may be defined as the user’s shape, hands and fingers are more appropriate for human-machine interaction because they and their associated gestures can be easily detected. For accuracy and precision, data gloves or special markers may be used to detect user actions [1]-[6]; however, these are not convenient for personal electronic appliances since they must be worn. Therefore, methods that can detect and track the movements of bare hands facilitate easy and cost-effective use [7]-[9].

To detect fingers or fingertips, hand regions must first be detected [9]-[15]. Skin color [9]-[11], edge [12], and temperature [13] have been used for the detection. Hand edges can easily be extracted only from uniform background images, and methods based on skin color may fail under complicated or dynamic lighting. To solve these problems, gradient, 3D, and motion information was used on extracted skin regions in [14]-[18]. The use of temperature is not very practical, owing to the expense of infrared cameras. Skeleton [13], dominant points [10], and polar coordinates have been used to detect fingers or fingertips from the extracted hand region; however, these methods encounter difficulty due to noise, scale, and hand direction. Methods that detect hand regions from grayscale images have been proposed [19], [20]; however, only uniform backgrounds were considered. Motion features may be used to track fingers [21], [22], but precise finger motions may not easily be tracked by region motion.

Real-time fingertip detection and tracking can be applied in electronic appliance interfaces such as remote control systems...
The utility and convenience of such systems is enhanced by the ability to recognize actions, such as moving, clicking, and pointing. In [24], it was shown that a variety of interface actions can be recognized in mobile devices by 3D fingertip tracking using only one camera at a rate of 75 frames per second (fps).

This paper is aimed at developing a novel method which can recognize finger actions for electronic appliance interfaces and thereby detect and track fingertips with high performance and low-cost. The proposed method can detect fingertips of different hand sizes by scale-invariant angle detection and recognize interface actions by contour analysis of detected fingertips. The processing speed is sufficiently fast to make real-time operation practicable.

II. Overview of Proposed Method

The overall scheme of the proposed fingertip action recognition method is shown in Fig. 1. In each frame, skin and hand regions are first detected, and then fingertips are detected by variable $k$-cosines which can detect angles with scale invariants. Detected fingertips are tracked. Fingertip actions, such as moving, clicking, and pointing, are finally recognized using fingertip parameters (position, thickness, and direction) calculated from contour information, and these actions are transmitted as predefined human commands.

III. Hand Region Detection

Human skin is easily detected by color information. Determining a color range for skin detection is, however, very difficult because color intensities are dependent on the equipment and the environments. To solve this difficulty, we detect skin regions by background subtraction [25] and redness [26]. The skin regions are detected by

$$S(x, y) = \begin{cases} 1, & \text{if } \min(R_i(x, y) - G_i(x, y), R_i(x, y) - B_i(x, y)) > \tau_s, \\ \wedge F_i(x, y), \\ 0, & \text{otherwise,} \end{cases} \quad (1)$$

where $R_i$, $G_i$, and $B_i$ denote red, green, and blue components at frame $i$, respectively, $\tau_s$ is a threshold value, and $F_i(x, y)$ is the foreground region by subtracting the input image to the background image. By selecting a low $\tau_s$, we can detect skin regions, including bright and dark regions. In Fig. 2(b), eliminated skin background regions by background subtraction are shown with back regions.

To reduce the effects of noise in the $S_i$ values, we apply a median filter and image labeling to detect isolated skin regions.

Figure 2(c) shows detected skin regions after filtering. However, three skin regions should be determined whether they are hand regions or not.

Since the hands being detected may be in motion, we use frame differences to determine hand regions. A simple frame difference, however, may be sensitive to motion. Thus, we use a consecutive count of non-movements (CCNM); this is defined by

$$C_i(x, y) = \begin{cases} 0, & \text{if } |I_i(x, y) - I_{i-1}(x, y)| > \tau_s, \\ C_{i-1}(x, y) + 1, & \text{otherwise,} \end{cases} \quad (2)$$

$$\text{(d) CCNM image}$$

$$\text{(c) } S_i \text{ after filtering}$$

$$\text{(b) } S_i$$

$$\text{(a) Original image}$$
where \( I_t \) denotes the intensity of the image at time \( t \), and \( c_0 \) is a threshold value. Pixels associated with movement are characterized by small values of \( C_t \). Therefore, hand regions are found by selecting skin regions having a large number of pixels with sufficiently small values of \( C_t \) as shown in Figs. 2(d) and (e).

### IV. Fingertip Detection and Tracking

Once a hand region is detected, fingertips may be detected by high values of curvature because open fingers are usually sharp. Curvature is defined by tangential differentiation of a curve function: the curvature of the function \( y = f(x) \) is given by

\[
\kappa = \frac{y''}{(1 + (y')^2)^{3/2}}. \tag{3}
\]

To use the curvature of (1) on a digital planar curve, a neighbor size (that is, a differential of an analogue curve) for differentiation is first defined. If a digital planar curve formed with \( N \) points is defined by

\[
C = \{ p_0, p_1, ..., p_i, ..., p_{N-1} \}, \tag{4}
\]

the differential coefficient at \( p_i \) of \( C \) is usually calculated by \( \frac{(y_i - y_{i-1})}{(x_i - x_{i-1})} \), where \( k \geq 1 \). The curvature calculated by this coefficient, however, is too sensitive to the size of \( k \). Selecting \( k \) is therefore very difficult since we cannot know the shape of the target object or the noise level in advance.

In general, \( k \)-cosines \([27],[28]\) measure the included angle at a curve point as curvature, so they are well suited to the detection of dominant points. The \( k \)-vectors at \( p_i \) are defined as

\[
\mathbf{a}_k = (x_i - x_{i-k}, y_i - y_{i-k}), \quad \mathbf{b}_k = (x_i - x_{i+k}, y_i - y_{i+k}). \tag{5}
\]

The \( k \)-cosine, which is the cosine of the angle between \( \mathbf{a}_k \) and \( \mathbf{b}_k \), is given by

\[
\cos \theta_k = \frac{\mathbf{a}_k \cdot \mathbf{b}_k}{||\mathbf{a}_k|| ||\mathbf{b}_k||}. \tag{6}
\]

Note that \( k \)-cosines are, like the curvatures calculated by (3), sensitive to the size of \( k \). In Fig. 3, the \( k \)-cosines are also found by the proposed method. The detected fingertips and finger valleys are marked with red dots and cyan dots, respectively.

For noise suppression, the error is calculated by starting from the predefined minimum value.

The acceptable error may be a constant \( \gamma \); however, we use \( \gamma ||t|| \) in order to preserve scale invariance of the vector identified. Figure 4 shows examples of the identified \( k \)-vectors by the proposed method.

Convex points with acute angles represent fingertips. Thus, we detect convex contour points having high local maximum \( k \)-cosines; the convex point is determined by

\[
d_j > (d_{j-x} + d_{j+y}) / 2, \tag{8}
\]

where \( d_j \) denotes distance from the centroid of the hand region, and \( \gamma > 0 \). Figure 5 shows an example of fingertip detection. The detected fingertips and finger valleys are marked with red dots and cyan dots, respectively.

To recognize fingertip actions and track fingertips, we define fingertip parameters as shown in Table 1. The position of the detected fingertip at time \( t \) is \( f(t) \), and \( v(t) \) and \( w(t) \) are the direction vector pointed by the finger that includes the detected fingertip at time \( t \) and the thickness of this finger, respectively. The relative distance of a tracked fingertip from the camera is calculated by \( 1/w(t) \).

\( w \) and \( v \) are easily calculated as shown in Fig. 6, where \( n \).
Fig. 5. Fingertip detection.

Table 1. Fingertip parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f = (f_x, f_y)$</td>
<td>Position of fingertip</td>
</tr>
<tr>
<td>$w$</td>
<td>Thickness of finger</td>
</tr>
<tr>
<td>$v = (v_x, v_y)$</td>
<td>Direction vector pointed by finger</td>
</tr>
</tbody>
</table>

and $n_2$ are the curve points located $\pm n$ neighbors from the detected fingertip. The distance between $n_1$ and $n_2$ is $w$, and $v$ is calculated by

$$v = (f_x, f_y) - (n_x, n_y),$$ \hspace{1cm} (9)

where $(n_x, n_y)$ is the center point between $n_1$ and $n_2$. Figure 7 shows examples of fingertip parameters for detected fingertips. The blue arrows point in the direction of $v$, and their magnitude indicates $w$.

Because fingertips are detected in every frame, we implement region-based tracking, which is performed as follows. If the detected fingertip in the current frame cannot be associated with any corresponding tracked fingertips, the fingertip is initiated for new tracking. If there is no fingertip associated with a tracked fingertip for $n_t$ consecutive frames, tracking of the fingertip is terminated. The detected fingertip associated with each tracked fingertip is determined by a prediction filter based on the Kalman filter [29].

The prediction filter uses the fingertip parameters as the tracking states. Hence, fingertips that are closely tracked are obviously isolated, and any tracked fingertip which is not detected (in less than $n_t$ consecutive frames) is tracked by the prediction.

V. Fingertip Action Detection

By the fingertip tracking, various fingertip actions, such as moving, clicking, and pointing, can be detected. The move action is determined simply by the $f$ of the tracked fingertip. We strictly define clicking actions to reduce false alarms. When a clicking action is forcefully performed, the index finger disappears for a moment, and then reappears within the same parameters; thus, this action is recognized by tracking information. When a tracked finger reappears, the clicking action is recognized by the following condition:

\[
\left(\tau_1 < t_p < \tau_2\right) \land \left(\max\left|f(t-i) - f(t)\right| < \tau_v\right) \\
\land \left(\max\left|v(t-i) - v(t)\right| < \tau_v\right), \hspace{1cm} (10)
\]

where $t_p$ is the duration of the time the finger disappears before reappearing, the range of $i$ is some duration before disappearing, and $\tau_1$, $\tau_2$, $\tau_v$, and $\tau_v$ are threshold values.

The pointing action can be detected by all fingertip parameters. When a fingertip points at something, none of parameters vary significantly for a moment since the finger does not move during a pointing action.

VI. Experimental Results

The proposed method was implemented in Visual C++, and
Fig. 8. Test data examples for fingertip detection.

Table 2. Detection result of fingertip counting.

<table>
<thead>
<tr>
<th>Number of fingertips</th>
<th>Correct/total (accuracy rates: %)</th>
<th>Ref. [10]</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>87/88 (98.86)</td>
<td>88/88 (100.00)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>126/131 (96.18)</td>
<td>129/131 (98.47)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>223/252 (88.49)</td>
<td>249/252 (98.81)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>286/331 (86.40)</td>
<td>327/331 (98.79)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>208/273 (76.19)</td>
<td>267/273 (97.80)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>195/258 (75.58)</td>
<td>252/258 (97.67)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1,125/1,333 (84.40)</td>
<td>1,312/1,333 (98.42)</td>
<td></td>
</tr>
</tbody>
</table>

tested on a Pentium PC (Core™ 2 Duo, 2.40 GHz). The test image sequences were grabbed from a Web camera (LifeCam VX-1000) with a resolution of 320×240.

There are many methods for detection of fingertips; however, the performance of these methods is often overestimated using their exclusive data for promotional reasons. Thus, we compared our method with the method proposed in [10] using a single set of test data. The method proposed in [10] used a \( k \)-cosine with fixed \( k \)-values to count fingertips. The test images were collected from a Web camera, and segmented by background subtraction and redness. In addition, the images include various gestures involving hands (for example, counting, finger gestures, and sign language), hand orientations, and hands with/without wrists as shown in Fig. 8.

The proposed method by scale-invariant angle detection is more robust than the previous method in [10] as shown in Table 2. The only false detections were observed at wrist boundaries as shown in Fig. 9(a). When fingers with short lengths were shown, the fingers were not detected (Fig. 9(b)) since we calculate the error (chord and arc) by starting from the predefined minimum value for noise suppression.

The detection result of the proposed method is more accurate than other fingertip detection using template matching [9], where the success ratio of fingertip detection was reported as 90.5% (complicated background and many fingers).

Figure 10 shows fingertip detection and tracking results. Figure 10(a) shows the \( w \)-value corresponding to each frame. In Fig. 10(b), detected fingertips are marked with crosses, the blue arrows point in the direction of \( v \), and the magnitude
indicates \( w \). The top left numbers are frame numbers, and the bottom left values denote \( w \). Because \( w \) was stably calculated, the relative value of \( 1/w \) can be used for the relative distance from the camera.

Figures 11, 12, and 13 show fingertip tracking and parameter determination for example tasks of drawing, pointing, and clicking, respectively. The drawing was reset by clicking at the 360th frame in Fig. 11, and an ‘a’ character was drawn by the index finger. Pointing actions were recognized at the 329th, 434th, and 435th frames in Fig. 12. A clicking was recognized at the 330th frame in Fig. 13, and the third menu was selected. The clicking action can be used for human-machine interaction.

The average processing time per frame is 16.65 ms, which includes preprocessing, fingertip detection and tracking, and recognition of fingertip actions. This processing time is fast enough for real-time interfaces.

Quantitative recognition results of interface actions are very sensitive to user experience since a more frequent user may be more adept. Our method, however, has advantages over other methods, including the ability to use low-cost cameras, robust fingertip detection regardless of hand scale, and detectability of a wide variety of interface actions.

VII. Conclusion

We presented a novel vision-based real-time method of recognizing fingertip actions for electronic appliance interfaces. Hand regions are first detected by redness. To eliminate false detections, skin-like regions associated with movement are selected. Scale-invariant angle detection based on \( k \)-cosines is used to find fingertips. This method yields robust and accurate performance regardless of hand scale. By analyzing the position and contour of the detected fingertip, various interface actions, such as moving, clicking, and pointing, are recognized. Since fingertips are correctly detected and tracked, fingertip parameters, which can measure position, direction, and distance, may be stably calculated. Therefore, the proposed method may lead to a new generation of interfaces.
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