To implement a cloud game service platform supporting multiple users and devices based on real-time streaming, there are many technical needs, including game screen and sound capturing, audio/video encoding in real time created by a high-performance server-generated game screen, and real-time streaming to client devices, such as low-cost PCs, smart devices, and set-top boxes. We therefore present a game service platform for the running and management of the game screen, as well as running the sound on the server, in which the captured and encoded game screen and sound separately provide client devices through real-time streaming. The proposed platform offers Web-based services that allow game play on smaller end devices without requiring the games to be installed locally.
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I. Introduction

A cloud game service platform supporting multiple users and devices based on real-time streaming performs the capturing of the game screen and sound separately, encoding in real time created by a high-performance server-captured game screen with sound and real-time streaming to the clients. On the client side, the user interactive information from client input devices, such as a keyboard, mouse, and joystick, is streamed to the server. Cloud computing has recently emerged as a business model enabling information technology infrastructure and software to be delivered directly over the Internet as a service. In other words, cloud computing is a general term for complete services delivered over networks using self-service end-user portals and is a flexible business model that incorporates hardware, software, and services into a single revenue stream.

One of the latest advancements in real-time game streaming technology that enables such ubiquitous gaming is a cloud-based gaming service system known as game on demand (GoD) [1] service. GoD is a networked media platform that offers Web-based service, allowing game play on multiple devices, such as low-cost PCs, smart devices, and set-top boxes, without locally installed games. For these reasons, cloud-based game services have many advantages in that users can play high-quality games, such as console games and massively multiplayer online role-playing games (MMORPGs), at any time and anywhere, regardless of their client device capabilities. In addition to the game maker’s point of view, GoD can easily secure a number of users and arrange a variety of revenue-based services. It can also prevent financial losses from an infringement of copyright in the gaming market.

Real-time interactive streaming technology for GoD service and encoding/streaming technology for supporting multiple
users and devices require a large amount of streaming services, such as video on demand and software as a service. In particular, large numbers of high-quality streaming service technologies may resolve the data security issue and a loss of distributed computing environment occurring in the acquisition and management of PCs.

In this paper, we propose a new cloud-based game service platform supporting multiple users and devices based on real-time streaming technology. To provide convincing real-time streaming based on the game service platform, we can describe the key requirements of cloud-based game service systems as follows:

- Under network congestion, such network problems as increased latency, jitter, and packet losses are distributed evenly in all competing traffic. However, the quality can be enhanced using quality of service (QoS) technologies to give higher priority to game traffic during network bottlenecks [2].
- Latency time is defined as the time between a player’s key action and the time of the actual resulting game output on the player’s screen. Since computer games are highly interactive, an extremely low latency time has to be achieved. Typically, the interaction latency time in an online gaming service does not exceed 200 ms.
- A number of games are operated on game servers at the same time, and it is therefore hard to manage information between the game server and clients. Therefore, input/output device virtualization is a methodology used to simplify management, lower costs, and improve the performance of game servers in an enterprise environment.

The rest of the paper is organized as follows. In section II, we briefly survey previous works on GoD and audio/video encoding for cloud-based gaming services. We describe the proposed system architecture and the core systems used in our gaming service platform in section III. In section IV, we explain the implementation details of our gaming service platform supporting multiple users and devices based on real-time streaming and describe the encoding/streaming performance results. Finally, we discuss future works and offer some concluding remarks in section V.

II. Related Works

In this section, we provide a brief overview of other work related to cloud-based gaming service technologies. We note their many technical characteristics and the audio/video encoding methods used, especially those designed for the real-time streaming video game market.

GoD service has a number of commercial systems that have emerged in the market [2]. OnLive is an on-demand gaming entertainment platform that was announced at the Game Developers Conference in 2009 [3]. Gaikai launched a GoD service based on cloud gaming technology that allows users to play major PC and console games [4]. The clients of their service can display audio/video game streams, streaming from the cloud, using previously installed plug-ins, such as Java or Adobe Flash, on the client devices. Even though both are cloud-based gaming services, OnLive and Gaikai have different goals in mind. OnLive sells full games, provides demos and Brag Clip videos, and allows users to watch other players play via the Arena view, whereas Gaikai advertises demo games through its Webpage [3]. The Games@Large framework enables commercial video games to stream from a local server to remote end devices in local area networks [5]. This system and its streaming protocols were developed and adapted for highly interactive video games [1], [6]. Ubitus cloud computing technology [7] adopts a distributed service-oriented architecture to accelerate the vast computing tasks efficiently within the cloud, whether they are multimedia conversions, game frame compressions, or other computational-intensive jobs. The cloud itself consists of heterogeneous platforms empowered by our unique algorithm that could distribute computing jobs evenly and intelligently across the network.

There are two major approaches for game streaming. One is a 3D graphics streaming approach exploited for streaming the game’s output to directly transmit the graphics commands to the client device and render the image on a client device [8]. For the purpose of reducing server overhead and providing a stable service at a low cost, a client rendering method was introduced for desktop virtualization service in 3D graphics applications [9]. In this method, the host rendering commands are delivered to the client through the network and are executed by the client’s graphics device. The other approach is video streaming in which the server renders the game graphics scene, the frame buffer is captured and eventually downsampled to match the target device resolution, and the current image is encoded using standard video codecs, such as MPEG-2, MPEG-4, and H.264 [10], [11]. Video streaming is intended for thin-client devices lacking hardware-accelerated rendering capabilities [12]. In our research, we exploit a real-time audio/video streaming method since our system should support multiple users and devices, such as low-cost PCs, smart devices, and set-top boxes.

In a real-time streaming game service, one of the key issues is the video compression method. OnLive introduced an interactive video compression method designed specifically for video games. To achieve high-performance encoding, they developed two types of dedicated compression hardware for video encoding: an optimized compressor based on human perception and a live compressor similar to a conventional...
compressor [3]. Recently, OTOY introduced a new video encoding method called ORBX. ORBX has been designed from the ground up to take advantage of OpenCL-based graphics processing unit (GPU) servers (FRC). ORBX encodes video entirely on the GPU, with at least 30 to 100 times the scaling of H.264 encoding solutions requiring either a CPU or specialized encoding ASIC. Unfortunately, technical information of the ORBX encoding method is not publicly available. NVIDIA’s Kepler GPU includes a high-performance H.264 encoding engine capable of encoding simultaneous streams with superior quality. This provides a giant leap forward in cloud server efficiency by offloading the CPU from encoding functions and allowing the encode function to scale with the number of GPUs in a server [13].

The NVIDIA Kepler GPU architecture was announced at the Graphics Technology Conference in 2012 [14]. NVIDIA’s new Kepler GPU-based VGX boards are specifically designed to enable rich graphics in visualized environments. This specifically addresses the three key barriers that have prevented earlier generations of GPUs from being practically implemented in cloud servers: GPU virtualization, low-latency remote display, and data center class power efficiency. Together, these technologies create a significant disruption in the performance, efficiency, and end-user experience delivered from cloud-based VDI services [13].

Table 1 shows a comparison of our cloud-based game service platform with other cloud-based game platforms. As shown in this table, the biggest difference between our cloud-based game service platform and existing cloud-based game platforms is in the portability. Previously developed online games cannot run in a cloud-based game environment. So, these games are modified or newly developed to run on the cloud-based game platforms. Because the main function of our cloud-based game platform is audio/video capturing, encoding and streaming to the clients running on the game server concurrently, the proposed platform offers Web-based services allowing game play on smaller end devices without requiring the games to be installed locally.

### III. System Architecture

In this section, we propose the system architecture for a cloud game service platform supporting multiple users and devices based on real-time streaming. Our cloud gaming service platform consists of three major blocks: a Distributed Service Platform (DSP), a Distributed Rendering System (DRS), and an Encoding/Streaming QoS System (EQS).

#### 1. System Overview

The DSP, a cloud-based gaming service platform based on the real-time streaming environments, consists of a DSP server and a number of DSP nodes and provides streaming game services to massively multiple users. The DSP server controls the multiple DSP nodes, efficiently distributes server resources to users who want to acquire the game services, and manages the shared resources between multiple users. In addition, DSP handles the DRS block, EQS block, and user input block for the game streaming and also comprehensively manages the whole system.

Figure 1 shows a task flow diagram and overview of the working scenarios as follows. The client accesses the DSP server (1.), the client sends its device information to the DSP server and waits for the allocation of the appropriate DSP server (2.). The DSP server that has received device information from the client looks for the DSP node that can provide the appropriate streaming services to the client based on the DSP node status. The DSP sever also transfers the selected DSP node’s URL to the client (3.). When the client requests a login to the DSP node using the received URL, the game streaming service starts. After the client connects to the DSP node, the DSP node is responsible for processing the game input of multiple users through the UDP from client devices, such as a keyboard, mouse, and joystick. On the client side, multiuser game input is captured and transmitted through the UDP by the user input capture and transmission software on the client devices. In our system, several users connect to

---

**Table 1. Comparison of our cloud-based game service platform with other cloud-based game platforms.**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform</td>
<td>PC, Mac, micro console (TV), smartphone</td>
<td>PC, smartphone</td>
<td>PC, smartphone</td>
<td>PC, smartphone, MID, IPTV</td>
</tr>
<tr>
<td>Portability</td>
<td>No</td>
<td>-</td>
<td>No</td>
<td>Yes (script download)</td>
</tr>
<tr>
<td>Encoding</td>
<td>720 p @ 60 fps</td>
<td>-</td>
<td>1080 p @ 60 fps</td>
<td></td>
</tr>
<tr>
<td>resolution</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Client support</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td>8</td>
</tr>
<tr>
<td>Virtualization</td>
<td>OS virtualization</td>
<td>-</td>
<td>App virtualization</td>
<td></td>
</tr>
<tr>
<td>Encoding format</td>
<td>- (H/W)</td>
<td>H.264 (S/W)</td>
<td>H.264 (S/W)</td>
<td></td>
</tr>
<tr>
<td>Support GPU</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes (NVIDIA CUDA)</td>
</tr>
</tbody>
</table>

Note: -: detail specs are not announced.
Table 2. Resolutions and concurrent users.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Resolution</th>
<th>Connected users</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGA</td>
<td>640×480</td>
<td>8</td>
</tr>
<tr>
<td>SVGA</td>
<td>800×600</td>
<td>6</td>
</tr>
<tr>
<td>XGA</td>
<td>1024×768</td>
<td>4</td>
</tr>
<tr>
<td>HD</td>
<td>1280×720</td>
<td>4</td>
</tr>
<tr>
<td>FHD</td>
<td>1920×1280</td>
<td>1</td>
</tr>
</tbody>
</table>

the game server running several games simultaneously depending on the client device resolution.

Table 2 shows the number of maximum connected users running on the game server at the same time according to the client device resolutions. Our system supports five service modes for real-time streaming according to the resolutions of the client devices with a certain maximum number of users, as shown in Table 2. Here, we define the service mode, SM, which is determined by the resolution of the client devices, r, and the maximum connected users, n. Thus, SM can be defined as function f, which has r and n as the parameters for real-time game streaming services.

\[ SM = f(r, n) \]

The sound of a game has an important role in providing immersive gaming services along with visual elements. To support multiple users for each different game on a single server simultaneously, our system should support game streaming for each game. However, conventional audio processing based on dedicated hardware is difficult to directly exploit in multiple game streaming. The main problem of dedicated audio processing hardware in our configuration is the blending of multiple sounds for different games. Thus, we exploit a virtualization technique based on a virtual audio device for isolating multiple sounds.

First, we allocate a unique predefined index to a virtual audio device from 1 to 8 corresponding to the number of maximum connected users, n. Our system then configures the basic sound output device in a Windows system for multiple game sounds played through the virtual audio devices. Finally, the system captures the sounds for several games to encode the game streams into the AAC and H.264 formats.

The DRS is responsible for rendering a 3D scene and multi-view rendering for multiuser games [15]. To improve the 3D rendering performance in games, we utilize a multithreaded game engine [16] designed to scale to as many processors as are available within a platform.

The EQS is responsible for a multiuser game screen and sound capturing separately in real time, encoding the game audio/video running on the server, and streaming the interactive game contents to the clients. To perform real-time streaming, the game audio/video streams to the clients, and there are two different methods used to capture video frames. In private games, which consist of game contents created for our system, the DSP requests the capturing of a rendered frame buffer for video encoding. In legacy games, which consist of game contents already used in online games, the DSP requests capturing the screen frame buffer running on the game server. In the rest of this paper, we describe the major functions in the EQS, including capturing the audio/video streams of multiple games, encoding, and streaming for the captured game audio/video streams.

2. EQS

The EQS consists of three major module components: capture module, encoding module, and streaming QoS module. Figure 2 shows an EQS functional flow between a game server and clients.

A. Audio/Video Capture

After the game server types and virtual sound driver are defined, the EQS is ready to accept the client request for capturing, encoding, and streaming to the clients. As shown in Fig. 2, new client requests join the game server, and the DSP assigns a suitable game server according to the resolution, memory state, number of connected users, and network state. We use shared memory on the inside with a queue to the receiving application that allows the use of PCM data buffering separately.

The video capture module is responsible for capturing the video running on the game server screen. To capture the game video frames for the private games, which consist of game contents created for our system, and for the legacy games,

**Fig. 1. Task flow diagram and working scenario.**
which consist of game contents already used in online games, we have two different methods. For a private game, the DSP requests video that captures the rendered frame buffer from the DRS. For a legacy game, the DSP requests video that captures the frame buffer running on the game server. To implement visual capturing for the game frames, we utilize the DirectDraw primary surface to capture up to full HD (FHD) (1920×1080) in real time.

### B. Audio/Video Encoding

In our work, HE-AACv2 is utilized for audio streaming. HE-AACv2 was also standardized under the name Enhanced aacPlus by 3GPP for 3G UMTS multimedia services in September 2004. It is based on the AAC LC, SBR, and Parametric Stereo coding tools defined in the MPEG-4 Audio standard [17]. The EQS then transmits the encoded audio/video streams to the client using the Real-Time Transport Protocol (RTP) or the Real-Time Streaming Protocol [18], [19].

We develop the x264 and CUDA264 encoders to achieve low-delay video encoding of the captured game screen. Before the EQS performs the x264 encoding, a color-space conversion from RGB to YUV takes place on the captured frames. We utilize the 4:2:0 format for the YUV sampling to achieve the reduction of the storage data. Our video codecs cannot use the B-frame due to the real-time transfer and encoding delay. We also capture and encode the audio data for the games to transmit the interactive game contents to the clients. Table 3 shows the supported features of audio/video encoding in the proposed system.

### C. RTP Streaming

We develop the RTP packetization using the rfc3984. The RTP payload format allows for a packetization of one or more Network Abstraction Layer Unit, produced by an x264 video encoder, in each RTP payload [18], [19]. The payload format has wide applicability, as it supports applications from simple low bitrate conversational usage, to high bitrate cloud-based gaming service.

On the other hand, the game client side devices for our...
system support the H.264 decoding functionality. In addition, the client is responsible for capturing the action information of the input devices, such as a keyboard, mouse, and joystick, and sending them to the DSP through the UDP.

Figure 3 shows an RTP packetizer and sender. The flows are as follows:

- Create the UDP socket for the RTP sending using the client IP and port number.
- Create the RTP parser.
- RTP pack for x264 video frame using such parameters as rtp_handler, timestamp, number of NALs, and length.
- RTP pack for AAC audio using such parameters as rtp_handler, timestamp, and data length.
- Deliver to the client using the libcup_udp_sender_write() callback function.

IV. Implementation Results

In this section, we explain the implementation results of the proposed system for a game service platform supporting multiple users and devices based on real-time streaming.

1. Audio/Video Capturing

A. Audio Capturing

To separately capture several game sounds running on the game server, we use a virtual sound driver and common memory architecture in the shared memory method instead of the stored PCM file method previously mentioned in section III.

Figure 4 shows the virtual audio device structure for storing shared memory when using our system. In several game sounds captured separately, we modify the driver source using the Windk/7600.16385.1/src/audio/msvad in a Microsoft WDK 7600.16385.1 sample source code [20], [21]. Most hardware drivers for PCI- and DMA-based audio devices are based on the Port Class library, which is accessible through the PortCls system driver (Portcls.sys). PortCls is an audio port-class driver that Microsoft includes as part of its operating system. PortCls supplies a set of port drivers that implement most of the generic kernel streaming filter functionality. Therefore, PortCls simplifies the task of the audio driver developer.

Typically, the port drivers provide the majority of functionality for each class of audio subdevice. For example, the WaveRT port driver does most of the work required to stream audio data to a DMA-based audio device, whereas the miniport driver provides device-specific details, such as the DMA address and device name [22]. Real Wave PCM is stored at the WaveCycle in the miniport driver. In addition, the MiniportWaveCyclicStreamMSVAD::CopyTo() function is then used to write call the CsaveData::Write() function to the shared memory.

B. Video Capturing

The video capture module has seamless capturing functionality between the Windows API hooking windowed mode and full screen mode using the DirectDraw and Windows API hooking methods. In windowed mode, screen capturing is conducted using DirectDraw. When a game screen is switched to full screen mode, the screen capturing is processed by hooking the window event handler.

2. Audio/Video Encoding

The video codec supports the x264 and CUDA264 formats
Table 4. Encoding performance in x264 and CUDA264 for 1,000 frames.

<table>
<thead>
<tr>
<th></th>
<th>x264/CUDA264</th>
<th>640×480</th>
<th>800×600</th>
<th>1024×768</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encoding time (s)</td>
<td>3.800/2.044</td>
<td>5.900/2.636</td>
<td>9.300/3.651</td>
<td></td>
</tr>
<tr>
<td>CPU usage (%)</td>
<td>25/17</td>
<td>24/17</td>
<td>25/15</td>
<td></td>
</tr>
<tr>
<td>1 frame time (ms)</td>
<td>3.8/2.1</td>
<td>5.9/2.7</td>
<td>9.3/3.7</td>
<td></td>
</tr>
<tr>
<td>Frames per second (fps)</td>
<td>262.7/485.3</td>
<td>170.5/376.3</td>
<td>107.6/271.7</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Results of latency time during beta test.

<table>
<thead>
<tr>
<th></th>
<th>Step</th>
<th>Total (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Server</td>
<td>Streaming</td>
</tr>
<tr>
<td>Mobile</td>
<td>17.6</td>
<td>17.6</td>
</tr>
<tr>
<td>PC/notebook</td>
<td>27.4</td>
<td>1.9</td>
</tr>
<tr>
<td>Set-top box</td>
<td>29.3</td>
<td>50.3</td>
</tr>
</tbody>
</table>

Fig. 6. Latency time tested by set-top box (1080 p) and various smart devices.

Based on H.264, and the audio codec supports the AAC format, as shown in Table 3. Video codec is a parallel encoding type supporting multiple users at the same time, the number of available CPUs using video slicing for the thread to perform the encoding. In parallel, each tool is used within the MMX SIMD code by enabling the optimization of high-speed encoding.

Figure 5 shows our parallel encoding and setup EQS server used in the game server. It also shows the IP, port number, and network status of the connected client. Our video codec also supports NVIDIA CUDA264. We utilize the CUDA toolkit and SDK Tools version 4.0.17 for video encoding. NVIDIA provides high-quality GPU-accelerated libraries that developers can use for video codec operations on NVIDIA GPUs [23]. The NVIDIA CUDA Video Encoder (NVCUVENC) is a hybrid CPU/GPU accelerated library that creates a stream compliant with AVC/H.264 (MPEG-4 Part 10 AVC, ISO/IEC 14496-10). NVCUVENC takes advantage of hundreds of CUDA cores to accelerate the encoding of H.264. The inputs are YUV frames, and the outputs are generated NAL packets streaming to the client devices. This encoder supports up to High Profile Level 4.1.

We implement our encoding performance on a game server running Windows 7 OS with an Intel Core i7-2600K CPU, 4 GB of memory, and NVIDIA GTX 560Ti. There are two types of game motions, which are tested by CUDA264 and x264. The encoding performance of our system is shown in Table 4. Our encoding system can encode in 2.83 ms on average for CUDA, and 6.33 ms for x264.

We evaluate the latency time on various types of clients, that is, A (set-top box, 1080 p) and B (low-cost PC, 1080 p), and smart devices, such as C (Tablet, CPU: i7-M620, 2.66 GHz, 2Core, 640×480), D (Galaxy S2, cotex-a8, 800×600), and E (Galaxy Tab 10.1, Tegra2 cotex-a9 dual, 1024×768), as shown in Fig. 6.

As previously mentioned, the time between a player’s key action and the time the actual resulting game output appears on the player’s screen, namely, the latency time or turn-around time, is the most important element for playing online games in real-time environments. In Fig. 6, most of the latency times are under 200 ms. In the case of FHD (1080 p) or higher resolution, our system needs to optimize and enhance the performance for supporting reasonable latency.

To inspect the stability of our system, our cloud-based gaming service platform is developed through beta testing with the Korea Telecom (KT) IDC Center. The cloud-based gaming service platform consists of a DSP server and two DSP nodes for mobile and tablet device users, four DSP nodes for PC users, and three DSP nodes for IPTV set-top box users. We collect data on 40 game users who use KT internet services with various devices, including 10 users for IPTV set-top boxes, 10 users for smartphone and tablet devices, and 20 users for PCs, over three months. Table 5 shows the results of latency time during the beta test.

V. Conclusion

In this paper, we presented a system architecture and its use as a game service platform supporting multiple users and devices based on real-time streaming, as shown in Fig. 7. The proposed system provides real-time capturing, encoding, and streaming to the client. We showed an example of a game service platform running and managing a game screen performed on the server, and the resulting screen was provided...
to multiple devices, such as low-cost PCs, smart devices, and set-top boxes, as shown in Fig. 7.

There are many advanced technologies for future work. It is possible to use new capabilities and optimizations to improve the performance of video encoding, especially H.264/AVC through GPU-based implementation. We also need to focus on reducing the game server latency throughout the GPU virtualization and input/output device virtualization.
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