Real Time On-Road Vehicle Detection with Low-Level Visual Features and Boosted Cascade of Haar-Like Features
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Abstract: This paper presents a real-time detection of on-road succeeding vehicles based on low level edge features and a boosted cascade of Haar-like features. At first, the candidate vehicle location in an image is found by low level horizontal edge and symmetry characteristic of vehicle. Then a boosted cascade of the Haar-like features is applied to the initial hypothesized vehicle location to extract the refined vehicle location. The initial hypothesis generation using simple edge features speeds up the whole detection process and the application of a trained cascade on the hypothesized location increases the accuracy of the detection process. Experimental results on real world road scenario with processing speed of up to 27 frames per second for 720x480 pixel images are presented.
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I. INTRODUCTION

Increasing safety concerns on the road have led to the investigation and deployment of many IVAS (Intelligent Vehicle Assistant Systems) in vehicles. A fast and reliable succeeding and preceding vehicle detection is one of the critical tasks of IVAS. Vision sensors have been widely used in the literatures for vehicle detection [1-4].

A method to detect vehicles based on the shadow underneath the vehicle is presented in [1]. Symmetry as a cue for vehicle detection has been studied in [2] where a ‘symmetry finder’ is used to find mirror symmetry based on intensity. Vertical and horizontal edges as strong cue for vehicle detection have been studied in [3]. The left and right position of the vehicle is found using the vertical profile of the edge image and shadow is used to find the bottom of the vehicle. A multiscale approach that combines sub-sampling with smoothing is presented in [4], where possible vehicle location is computed from the maxima and minima of horizontal and vertical edge profiles. Recently Haar-like feature detectors have been used widely for object detection [5-8]. Viola and Jones [7] used the Haar-like features and Adaboost for face detection. A pedestrian detection system integrating image intensity with motion information in Haar-like features is presented in [8]. A motion and Haar-like feature detector to detect vehicle is proposed in [6].

The use of the low level image features alone is not robust for effective detection and the use of classifiers alone for detection is computationally expensive due to the scanning nature of the detectors. These methods individually implemented are not suitable for real-time applications. To overcome the difficulties of these approaches we propose a method combining the two approaches so that the final detector is robust and efficient for real-time application. In this paper, we propose a method combining the low level image features and the Haar-like feature detector for increased performance of the detector. The initial hypothesis of the vehicle is generated using computationally cheap edge features which speeds up the detection process and a trained cascade of Haar-like features is applied on the hypothesized location which increases the robustness of the detection process.

The rest of the paper is organized as follows; Section II describes relevant background theory and the proposed method, section III presents the experimental results and section IV presents the conclusions.

II. PROPOSED METHOD

The method proposed in this paper consists of two stages. In the first stage, the candidate vehicle location in an image is found using the low-level horizontal edge features and symmetry. Based on the horizontal edges, symmetry and local perspective constraints, ROI for vehicle search is defined. In the second stage a cascade of classifiers trained on vehicles using Haar-like features and Adaboost [9] is applied to the ROI to detect the vehicles.

1. Initial vehicle hypothesis generation

Vehicles exhibit prominent horizontal edges and a shadow region is present underneath the vehicles. These two features characteristic of vehicles are use to estimate the position of the vehicle on the road. Horizontal Sobel mask is used to extract the horizontal edges and a weighted edge profile is drawn. The
2. Haar-like features

Haar-like features, Fig. 2, are simple rectangular filters. The Haar-like features have scalar values that represent the difference in the sum of intensities between the adjacent rectangular regions. The feature values can be computed rapidly using integral image representation.

To capture the ad-hoc knowledge about the domain, these features are evaluated at different positions and with different sizes, exhaustively according to the base resolution of the classifier. For example, when the classifier resolution is 24x18 pixels, 91620 features are generated from the features in Fig. 2. Each feature is evaluated on all the training samples and one-dimensional probability density for each of the object and non-object class is calculated as shown in Fig. 3. A threshold that separates these two distributions is selected for each feature. These features along with their respective thresholds and polarity form the weak classifiers for the learning algorithm.

\[
h(x, f, p, \theta) = \begin{cases} 
1 & \text{if } pf(x) > p\theta \\
-1 & \text{otherwise}
\end{cases}
\]

where x is the base resolution of the classifier, the Haar-like feature, the threshold for the feature and the polarity indicating the direction of inequality.

3. Adaboost based learning

Given a feature set and a training set of positive and negative images, any machine learning approach can be used to learn a classification function. In our system a variant of Adaptive Boosting (Adaboost) is used. Adaboost is a machine learning algorithm which is used to boost the classification performance of a simple learning algorithm. Here, the Haar-like features, Eq. (1), are considered as weak learners. Adaboost is used to select the Haar-like features and to train the classifier. A small number of discriminative weak classifier is selected by updating the sample distribution. The prediction of the strong classifier is produced through a weighted voting of the weak classifiers. The pseudo code of a variant of Adaboost used in the implementation is given in Fig. 4.

A cascade of the classifiers is constructed to act as a rejection cascade to increase the detection performance and reduce the computation time [5]. The key idea behind the cascade is to use the initial simple classifier stages to reject the majority of the sub-windows before more complex classifiers are called upon to achieve low false positives. Each stage in the cascade is trained to achieve very high detection rate and low false positive rate (<0.5). The schematic of the cascade is shown in Fig. 5. A positive result from the first classifier triggers the evaluation of the second classifier and a positive result from the second triggers the third stage. A negative outcome at any point leads to the immediate rejection of the sub window. Since, in any single image an overwhelming majority of the windows are negative, the cascade attempts to reject as many negatives as possible at the earliest stage possible.
Given example images \((x_i, y_i)\), \((x_j, y_j)\)
where \(y_i = -1, 1\) for negative and positive examples.

- Initialise weights \(w_{0,i} = \frac{1}{T+m}\) for \(y_i = -1, 1\)
- \(m\) and \(l\) are the numbers of positive and negatives respectively
- For \(t = 1, ..., T\):
  1. Normalize the weights,
     \[ w_{t,i} \leftarrow \frac{w_{t-1,i}}{\sum_{j} w_{t-1,j}} \]
  2. Select the best weak classifier with respect to the weighted error:
     \[ e_{i} = \min_{f_i, \theta} \sum_{j} w_{t-1,j} | h(x_j, f_i, \theta) - y_j | \]
  3. Define \(h(x) = h(x, f_i, \theta)\) where \(f_i\) and \(\theta\) are minimizers of \(e_i\)
  4. Update the weights:
     \[ w_{t,i} = w_{t-1,i} e^{\alpha_{i}^t} \]
     where,
     \[ \alpha_{i}^t = \frac{1}{2} \ln \left( \frac{1-e_{i}}{e_{i}} \right) \]

- The final strong classifier:
  \[ H_{final}(x) = \text{sign} \left( \sum_{t=1}^{T} \alpha_{i} h(x) \right) \]

Fig. 4. Schematic depiction of the detection cascade.

III. EXPERIMENTAL RESULTS

This section describes the final vehicle detection system. The proposed algorithm is implemented in Visual C++ and OpenCV 1.0 on a 2.6 GHz computer.

1. Training the detector cascade

The vehicle training set consisted of 500 hand labeled vehicles and aligned to a base resolution of 24x18 pixels, Fig. 7. The vehicles were extracted from images of a video taken from a camera mounted on the side view mirror of a host car while driving in a natural urban traffic. The final detector is a 20 layer cascade with a total of 227 features.

Fig. 5. Schematic depiction of the detection cascade.

4. Scanning the detector

In the detection phase, the trained cascade is scanned across the image at multiple scales and locations. The scaling can be achieved by scaling the feature rather than scaling the image itself. The detector is also scanned across location. Subsequent locations are obtained by shifting the window some number of pixels \(\Delta\). The choice of \(\Delta\) affects the speed and accuracy of the detector. Though a suitable value of the scale and \(\Delta\) helps to optimize the detection process, the detector still has to process millions of windows in a single image. This process is very time consuming and is not suitable for real-time applications.

Instead of applying the cascade detector at all scales and locations across an image, we propose to apply the detector only in the ROI generated using the computationally cheap low level visual features. The number of windows to be scanned in the ROI is greatly reduced in comparison to scanning the whole image, Fig. 6. This increases the overall speed of the detector and the proposed algorithm can be implemented in real time.

Fig. 6. Cascade classifier applied to the ROI generated in Fig. 1(b).

Fig. 7. Example of the front view of car used for training.

(a) Detection using the cascade detector.

(b) Detection using the proposed method. The processing time for each frame using the proposed method is always less than the time required using the cascade detector alone.

Fig. 8. Processing time per frame.
2. Experiments on real-world test set

The algorithm was tested on a separate video sequence taken with the same arrangement of the camera. This set consisted of a total of 1654 frames of resolution 720x480 pixels. Two separate experiments were carried out; one using the proposed algorithm and the other using boosted cascade of Haar-like features only. The cascade detector was scanned with an initial scale of 1.2 and \( \Delta=1 \). The proposed method required an average of 37 ms to process a frame giving a frame rate of 27 frames per second. The detector using the cascade classifier alone required an average of 77 ms to process a frame giving a frame rate of 13 frames per second, Fig. 8.

The variation in the processing speed of the detector using the cascade detector alone is due to the different context of the image. Some sub windows need the evaluation of more number of stages for effective discrimination whereas some require few stages. The increase in the speed of the proposed detector as seen from Fig. 8 is due to the first stage of ROI extraction using the computationally cheap low level edge features. The ROI restricts the search space for the cascade detector and the number of sub windows to be evaluated is reduced. The variation in the processing time of the proposed detector is due to two factors. Symmetry detection process depends upon the number of horizontal pixels present on the image, thus the symmetry extraction time for different frame varies. The processing time also depends on the size of the extracted ROI. Some of the results of the proposed algorithm are presented in Fig. 9.

IV. CONCLUSIONS

A two stage real time vehicle detection system is proposed. The first stage uses low-level horizontal edge features and symmetry to rapidly compute the candidate vehicle positions in an image. A ROI formed by using the features and local perspective constrains provides the final search space where Haar-like feature based detector is applied to detect the vehicle. The ROI found using computationally cheap visual features, helps to restrict the search space for the computationally intensive Haar-like feature detector. The experimental results show that the proposed method increases the speed of the detector significantly, making it suitable for real time application.

Fig. 9. Vehicle detection; (a, c, e) the edge image with the bottom line, symmetry axis and the bounding box superimposed; (b, d, f) the detected vehicles respectively.
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