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Abstract—This paper presents a low-complexity triple-error-correcting parallel Bose–Chaudhuri–Hocquenghem (BCH) decoder architecture and its efficient design techniques. A novel modified step-by-step (m-SBS) decoding algorithm, which significantly reduces computational complexity, is proposed for the parallel BCH decoder. In addition, a determinant calculator and a self-error detection scheme are proposed. The multi-channel multi-parallel BCH decoder using the proposed m-SBS algorithm and design techniques have considerably less hardware complexity and latency than those using a conventional algorithms. For a 16-channel 4-parallel (1020, 990) BCH decoder over GF(2^15), the proposed design can lead to a reduction in complexity of at least 23% compared to conventional architectures.
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I. INTRODUCTION

Bose–Chaudhuri–Hocquenghem (BCH) codes are important multiple-error-correcting cyclic codes that are widely used in communications and storage systems [1, 2]. The most widely used decoding method for BCH codes is the Berlekamp–Massey (BM) algorithm [2]. The decoding procedure of the BM algorithm consists of the following three major steps: First, for a \(t\)-error-correcting BCH code and symbols from the Galois-field \(GF(2^{m})\), calculate \(2t\) syndrome values \(S_i\) \((i=1, 2, ..., 2t)\) from the received codeword. Second, determine the error locator polynomial \(\sigma(x)\) from syndrome values \(S_i\). Third, find the roots of the error locator polynomial, which are error locators, and finally correct the errors. The BM algorithm can be used to solve a key equation for an error locator polynomial \(\lambda(x)\) of the BCH decoding procedure.

Another design method for BCH codes, which has a decoding procedure entirely different from the BM algorithm, is the Peterson algorithm [3] and the step-by-step (SBS) decoding algorithm [4-6]. The decoding procedure of the SBS decoding algorithm also consists of three steps, as follows: First, calculate the syndrome values \(S_i\) \((i=1, 2, ..., 2t)\) from the received codeword. Second, construct \(t\)-syndrome matrices, which have dimensions from \(1 \times 1\) to \(t \times t\). The number of errors in the received codeword can be determined from the determinants of the \(t\)-syndrome matrices. Third, temporarily change the received codeword and use the determinants of the temporarily changed syndrome matrices to test whether the number of errors is reduced. If the number of errors is reduced, the error location can be determined and the errors can be corrected. The SBS decoding algorithm corrects the errors directly in each position of a received codeword without computing the error locator polynomial.

To speed up the SBS decoding process, a fully-parallel architecture is required for high-speed data processing. Specifically, a parallel decoding algorithm is of considerable importance particularly for high-speed
applications, e.g., optical communications and storage systems. Parallel decoding of BCH codes using the SBS decoding algorithm has been proposed in [7] and [8]. However, because determinants have to be calculated for every temporarily changed syndrome matrix, the computational complexity of the SBS decoding algorithm can be very high. This is the main weakness of the SBS decoding algorithm, which makes it less competitive than the BM algorithm [6]. To reduce the complexity of the SBS decoding algorithm, previous studies [5] and [6] have proposed a low-complexity SBS decoding algorithm to simplify the decoding procedure and increase the decoding speed. However, for every received symbol, at least one determinant of a \(v \times v\) matrix, where \(v\) is the number of errors, still has to be calculated. When \(v\) or parallel factor \(p\) is large, the decoding complexity is still very high. In other words, a parallel BCH decoder using the conventional SBS decoding algorithm has considerably higher hardware complexity than that using the BM algorithm. Previous studies [3, 9] have shown that iterative BCH codes, which use triple-error-correcting BCH codes, can achieve better performance than other BCH or Reed–Solomon (RS) codes [10]. However, to the best of our knowledge, an efficient parallel BCH decoder architecture and its design techniques based on the SBS decoding algorithm have not been reported previously.

This paper proposes a novel modified SBS (m-SBS) decoding algorithm that can be used to significantly reduce computational complexity, as well as an efficient parallel triple-error-correcting BCH decoder architecture. Specifically, a modified determinant calculation algorithm and a self-error-detection scheme are proposed. In addition, a sharing syndrome factor calculator and self-error detection scheme are proposed. To compare the hardware complexity of the multi-channel multi-parallel BCH decoder architectures, 16-channel 4-parallel (1020, 990) BCH decoders using the proposed decoding algorithm are implemented and compared with previous architectures. For the purpose of architecture synthesis analysis, our design can achieve at least 23% hardware complexity reduction compared to 100 Gbps (1020, 990) BCH decoder using conventional Peterson algorithm.

II. MODIFIED STEP-BY-STEP DECODING ALGORITHM

Consider a \(t\)-error-correcting \((n, k)\) BCH code over \(GF(2^m)\) with length \(n = 2^m-1\), where \(m > 3\). Then, the generator polynomial over \(GF(2^m)\) has roots over \(2t\) consecutive-field elements \(a, a^2, a^3, \ldots, a^{2t}\), where \(a\) is a primitive element of \(GF(2^m)\).

Suppose that \(c(x)\) is the transmitted codeword polynomial, and \(r(x) = c(x) + e(x) = r_0 + r_1x + \ldots + r_{2t-1}x^{2t-1}\) is the received polynomial, where \(e(x) = e_0 + e_1x + \ldots + e_{2t-1}x^{2t-1}\) is the error polynomial. For a triple-error-correcting BCH code, the syndrome polynomial \(S(x) = S_1 + S_2x + \ldots + S_6x^5\) can be calculated from \(r(x)\) with \(S_i(x) = r(\alpha^i), i = 1, 2, \ldots, 6\). For the BCH code, \(S_0 = S_1^2\) and only half the syndromes need to be computed.

For parallel decoding using the conventional SBS decoding algorithm, the determinants of all \(n\) temporarily changed syndrome matrices need to be calculated simultaneously. Therefore, the temporarily changed syndrome \(S_{ji}\), which is obtained from changing the position of the \(j\)-th bit in the equation \(r(x)\), can be calculated by intentionally adding the errors in syndrome, as follows:

\[
S_{ij} = S_j + \alpha^i, \quad \text{for } i = 1, 3, 5 \quad 0 \leq j \leq n - 1 \tag{1}
\]

The principle of the conventional SBS decoding algorithm is that it involves changing the received bits one at a time to test whether the number of errors is reduced. For the triple-error-correcting BCH code, the \(3 \times 3\) syndrome matrix is defined as follows:

\[
\mathbf{L} = \begin{bmatrix}
S_0 & 1 & 0 \\
S_1 & S_2 & S_3 \\
S_4 & S_5 & S_6
\end{bmatrix} \tag{2}
\]

The SBS decoding algorithm performs the decoding by checking the received codeword and the weight change of the error polynomial. In other words, the relationship between the syndrome and the weight of the error polynomial must first be determined, as stated in [4].

The SBS algorithm-based BCH decoder consists of four components: syndrome calculator (SC), determinant calculator (DC), error locator (EL) and first-in first-out
The SC generates syndromes $S_i (i = 1, 2, 3, \ldots, 2t)$, and the temporarily changed syndromes $S_{ij} (i = 1, 2, 3, \ldots, 2t; 0 \leq j \leq n - 1)$ are used in the DC. The DC can be used to calculate the determinants $det(L_i), 1 \leq j \leq t$ and then determine the number of errors. The EL is used to find the error position. If the corresponding bit is judged to be an erroneous bit, the decoder sends a correcting bit $e_p = 1$ to change its magnitude. In addition, FIFO is used to buffer the received vector.

The conventional SBS decoding algorithm requires the determinant values, which are calculated using the syndrome and the temporarily changed syndrome values. These two determinants can be compared to perform the decoding. However, as the parallel factor increases, the hardware complexity of the DC block will increase significantly. For example, $(p + 1)$ DC blocks are required for parallel factor $p$.

Thus, we propose a novel m-SBS decoding algorithm that reduces the hardware complexity for a highly parallel structure. The proposed m-SBS decoding algorithm is described as follows:

### Modified Step-By-Step Decoding Algorithm ($t = 3$)

**Input:** $S_i, i = 1, 3, 5$

**Start determinant calculation:**

**Sharing syndrome factor computation:**

\[
\begin{align*}
S_i^3 &+ S_i \\
S_i^4 &+ S_iS_j \\
S_i &+ S_iS_j \\
S_i^4 &+ S_i^2S_j + S_iS_j \\
S_i^3 &+ S_i^2S_j + S_iS_j
\end{align*}
\]

**Determine decision:**

\[
\begin{align*}
R &= A\alpha^j + B\alpha^{2j} + C\alpha^{3j} \\
&\text{if} \ (S_1^2 \neq S_i) \ 	ext{or} \ (S_1^3 \neq S_i)
\end{align*}
\]

**for $j = n - 1$ until $j = 0$ do**

\[
\begin{align*}
&\text{begin} \\
&\text{if} \ (S_1^2 \neq S_i) \\
&\qquad H_j = 0 \\
&\text{else} \\
&\qquad H_j = 1 \\
&\text{end}
\end{align*}
\]

**else**

\[
\begin{align*}
R &= S_1^3 + S_1^2S_i + S_1S_i \\
A &= S_1 + S_iS_j \\
B &= S_1^3 + S_iS_j \\
C &= S_1^4 + S_i
\end{align*}
\]

Initially, we can determine from the syndrome whether the codeword is erroneous. If all syndromes $S_i$ are zero, then the received polynomial $c(x)$ is a valid codeword $c(x)$ in which no errors have occurred. Otherwise, the number of errors and the location of errors should be determined. If there is an error, the two cases are executed independently depending on the number of errors in the codeword. In the first case, there is a single error in the number of errors in the codeword. Otherwise, the number of errors in the codeword is two or more. After finding the number of errors, the determinant decision Eq. (4) is solved.

\[
R = A\alpha^j + B\alpha^{2j} + C\alpha^{3j} \quad (4)
\]

In Eq. (4), the values of $A$, $B$, $C$, and $R$ are determined by the computation of the sharing syndrome factor (SSF), and then it can be determined whether the errors are corrected.

First, we verify whether one or more errors have occurred in the codeword from the equation $det(A) = S_1^j + S_j$. If $S_1^j = S_j$, a single error has occurred. However, if $S_1^j \neq S_j$, two or more errors have occurred. If the number of error is only one in the codeword, we can find the location of the error by calculating Eq. (5). Eq. (5) can be expressed as Eq. (6) and then be expanded, simplified, and transformed to Eq. (7).

Thus, if $S_1^j + S_j = S_1^j\alpha^j + S_j\alpha^{2j}$, the $j$-th location is erroneous. If $S_1^j + S_j = S_1^j\alpha^j + S_j\alpha^{2j}$, there is no error in the $j$-th location of the codeword. The elements of $GF(2^m)$ are substituted into Eq. (5) according to the order of $j$.

\[
\begin{align*}
(S_1^j + \alpha^j) + (S_j + \alpha^{2j}) &\leq j \leq n - 1 \\
(S_1^j + S_j) + S_1^j\alpha^j + S_j\alpha^{2j} &= 0 \\
(S_1^j + S_j) &= S_1^j\alpha^j + S_j\alpha^{2j}
\end{align*}
\]

Eq. (7), temporarily changed syndromes are
Based BCH decoding to calculate the syndrome. Because errors are required in triple received polynomial inserting the roots of generator

\[
S_{ij}^{6} + S_{ij}^{3}S_{kj} + S_{i}S_{Sj} + S_{kj} = (S_{ij}^{3} + S_{ij})^{2} + S_{i}S_{Sj} + S_{j}S_{kj}
\]

(8)

\[
(S_{i}^{s} + S_{i}^{j} + S_{i}S_{j}) + \alpha^{j}(S_{i}^{j} + S_{j}) + \alpha^{j}(S_{i} + S_{j})S_{kj} = 0
\]

(9)

\[
S_{i}^{s} + S_{i}^{j} + S_{j}S_{kj} = \alpha^{j}(S_{i}^{j} + S_{j}) + \alpha^{j}(S_{i} + S_{j})S_{kj}
\]

(10)

The decoding scheme using Eqs. (7) and (10) is more efficient than that using Eqs. (5) and (8), because the complexity of the involved computations is minimized in the former. Eqs. (7) and (10) comprise constant terms and variable terms. Constant terms are calculated once in the decoding process and can be shared by the parallel factor. The remainder variable terms of the equation can be implemented by the constant GF multiplier and GF adder.

As mentioned above, the determinant decision equation can cover two cases: 1) the occurrence of one error, and 2) the occurrence of two or more errors. Thus, the values of A, B, C, and R in Eq. (4) can be selected from the error pattern and then be substituted into Eq. (4). Thus, errors can be corrected using Eq. (4).

### III. PROPOSED PARALLEL BCH DECODER ARCHITECTURE

The BCH decoder using the proposed m-SBS algorithm consists of the following three blocks: SC, DC, and EL, as shown in Fig. 1.

1. **Syndrome Calculator**

The SC calculates all the syndromes \(S_{i}(1 \leq i \leq 2t-1)\) by inserting the roots of generator polynomial \(g(x)\) into the received polynomial \(r(x)\). As mentioned, \(S_{i}(i = 1, 3, 5)\) are required in triple-error-correcting m-SBS algorithm-based BCH decoding to calculate the syndrome. Because

the SC receives the parallelized codeword, a parallel SC cell is required, as shown in Fig. 2.

#### 2. Determinant Calculator

The DC calculates the determinant value using the syndrome value to check whether the bit position is erroneous. In the conventional decoding method, a single DC block is needed for one-bit processing, because the DC can check only a single bit position in one clock cycle. The parallel architecture requires an independent matrix calculation block depending on parallel factors to calculate the determinant value of a multi-bit position. The hardware complexity of the DC is significantly higher than that of other blocks, which results in very
high hardware complexity for the parallel BCH decoder. Thus, minimizing the hardware complexity of the DC is critical in order to reduce the hardware complexity of the parallel BCH decoder.

We present an area-efficient parallel DC architecture using a sharing technique. The proposed DC consists of the sharing syndrome factor calculator (SSFC) block and the Chien search (CS) block, as shown in Fig. 3. In the SSFC block, the SSFs are calculated using the syndrome values. Because the SSFs are constant terms, only one clock cycle latency is required in the decoding process. Thus, when applying this scheme to the multi-channel multi-parallel BCH decoder, the SSFC block is not dependent on the parallel factor, and it can be shared as much as possible. Therefore, this scheme exhibits more area efficiency and less latency than the conventional method for the parallel decoding process.

The CS block calculates the $H$ value that has the information of error location in the codeword. The values of sharing syndrome factors $A$, $B$, $C$, and $R$, which are outputs of the SSFC block, are fed to the CS block. The CS block checks whether error has occurred. If the output of the CS block is zero, the $H$ value is zero. Otherwise, the $H$ value is non-zero. The proposed parallel CS block consists of constant $GF$ multipliers, $GF$ adders, multiplexers, and D-FFs. The constant $GF$ multipliers have common inputs that can be merged into one block, and then the common factors among constant $GF$ multipliers can be shared using the iterative matching algorithm (IMA) [11]. In this way, hardware complexity can be significantly reduced for the parallel CS block. Thus, the proposed DC block shows better hardware efficiency as the parallel factor is increased.

3. Error Locator with Self-Error Detection

The EL checks the error location and corrects errors according to $H$ values. The $m$-bit $H$ value can be transformed to a one-bit value by bitwise OR. If the $H$ value is non-zero, it is one. Otherwise, it is zero. In the proposed method, two types of $H$ values are required to check the error location and correct errors. The first type of $H$ value is the reference value that has information about the number of errors in the codeword. The second type of $H$ value is compared with the reference $H$ value to check whether the bit location is erroneous. The proposed self-error-detection method is not necessary to calculate the reference $H$ value. That is, the reference $H$ value can be obtained by itself, because the number of errors in the codeword can be detected by observing the first to fourth $H$ values using the comparator. Fig. 4 shows the EL with self-error detection.

IV. RESULTS AND COMPARISON

The proposed parallel (1020, 990) BCH decoder

Fig. 3. Determinant calculator (a) sharing syndrome factor calculator, (b) parallel Chien search block using the sharing constant multiplier.

Fig. 4. Error locator with self-error detection.
architecture using the m-SBS algorithm was modeled in the Verilog HDL and then simulated to verify its functionality using a test pattern generated from a C simulator. After complete verification of the design functionality, the proposed architecture was synthesized using appropriate time and area constraints. Both the synthesis and simulation steps were executed using a SYNOPSYS design tool and 90-nm CMOS technology.

Table 1 shows the hardware complexity comparison for the proposed triple-error-correcting (1020, 990) BCH decoder architecture using the m-SBS algorithm, conventional SBS algorithm, and simplified inverse-free BM (SiBM) algorithm. Because all BCH decoders have the same SC, the number of operators for SC is excluded in Table 1. The conventional SBS algorithm-based BCH decoder is not efficient for parallel SBS BCH decoding, because the number of complex operation units is increased significantly depending on the parallel factor. Compared with the BM algorithm-based BCH decoder [12], the proposed architecture has a considerably fewer number of variable GF multipliers, i.e., only four, regardless of the parallel factor. As mentioned, the complexity of constant GF multipliers can be reduced by IMA-based optimization. Thus, the proposed m-SBS algorithm-based BCH decoder has substantially less hardware complexity than conventional BCH decoders do. Fig. 5 shows the effect of the parallel factor on complexity by comparing three different BCH decoders. As the parallel factor increases, the proposed BCH decoder significantly reduces the hardware complexity because the proposed sharing technique covers the SSF and CS blocks.

Table 2 shows the performance comparison of the 4-parallel BCH decoder architectures using the proposed m-SBS algorithm and the conventional SiBM algorithm. The architectures have been implemented using 90-nm CMOS technology. The proposed m-SBS algorithm-based BCH decoder architecture has 1,310 XOR gate counts excluding the FIFO from the synthesized result, which shows 58% less hardware complexity than the SiBM algorithm-based BCH decoder. The proposed BCH decoder operates at a clock rate of 400 MHz, has a latency of 258 clocks, and a throughput of 1.6 Gb/s.

To compare the hardware complexity of the multi-channel multi-parallel BCH decoder architecture, we implemented a 16-channel 4-parallel (1020, 990) BCH decoder using the m-SBS algorithm, as shown in Fig. 6.

<table>
<thead>
<tr>
<th>Table 1. Hardware complexity comparison for triple-error-correcting (1020, 990) BCH decoders (excluding syndrome calculator)</th>
</tr>
</thead>
<tbody>
<tr>
<td>---------------</td>
</tr>
<tr>
<td>Adder</td>
</tr>
<tr>
<td>Variable mult.</td>
</tr>
<tr>
<td>Constant mult.</td>
</tr>
<tr>
<td>(F operator)</td>
</tr>
<tr>
<td>(F) operator</td>
</tr>
</tbody>
</table>
Table 3. Performance comparison of 16-channel 4-parallel (1020, 990) BCH decoders

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Gate count (XOR)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSFC</td>
<td>Synd. 11,499</td>
<td>Synd. 30,660</td>
<td>Synd. 30,660</td>
</tr>
<tr>
<td>CS</td>
<td>23,049</td>
<td>Root comp. 13,790</td>
<td>CS 112,530</td>
</tr>
<tr>
<td>Total gate count (XOR)</td>
<td>35,121</td>
<td>45,434</td>
<td>149,994</td>
</tr>
<tr>
<td>Latency (Clocks)</td>
<td>251 + 16</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Max. clock rate (MHz)</td>
<td>400</td>
<td>250</td>
<td>250</td>
</tr>
<tr>
<td>Throughput (Gb/s)</td>
<td>102.4</td>
<td>109</td>
<td>102.4</td>
</tr>
</tbody>
</table>

Table 3 shows the performance comparison of 16-channel 4-parallel BCH decoder architectures using the m-SBS, Peterson, and ECRiBM algorithms. The proposed 16-channel 4-parallel (1020, 990) BCH decoder operates at a clock rate of 400 MHz, has a latency of 267 clocks, and a throughput of 102.4 Gb/s. The proposed architecture shows 23% less hardware complexity than the Peterson algorithm-based BCH decoder for 100 Gb/s data processing.

V. CONCLUSIONS

This paper presented a novel low-complexity triple-error-correcting parallel BCH decoder architecture and its efficient design techniques. A hardware-friendly m-SBS decoding algorithm was proposed and adopted for a multi-channel multi-parallel BCH decoder. In addition, a novel DC with a SSFC and an EL with self-error detection are shown to reduce hardware complexity. The proposed multi-channel multi-parallel BCH decoder has significantly less hardware complexity than those using conventional algorithms.
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