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Abstract—For efficient hardware (HW) implementation of elliptic curve cryptography (ECC), various sub-modules for the underlying finite field operations should be implemented efficiently. Among these sub-modules, modular inversion (MI) requires the most computation; therefore, its performance might be a dominant factor of the overall performance of an ECC module. To determine the most efficient MI algorithm for an HW ECC module, we implement various classes of MI algorithms and analyze their performance. In contrast to the common belief in previous research, our results show that the right-shift binary inversion (RS) algorithm performs well when implemented in hardware. In addition, we present optimization methods to reduce the area overhead and improve the speed of the RS algorithm. By applying these methods, we propose a new RS-variant that is both fast and compact. The proposed MI module is more than twice as fast as the other two classes of MI: shifting Euclidean (SE) and left-shift binary inversion (LS) algorithms. It consumes only 15% more area and even 5% less area than SE and LS, respectively. Finally, we show that how our new method can be applied to optimize an HW ECC module.
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I. INTRODUCTION

Public-key cryptographic algorithms such as RSA and elliptic curve cryptography (ECC) are essential for current security systems. Since ECC can provide a similar security level to RSA with much shorter key size [3], implementation of ECC is advantageous in terms of speed and area. Even though shorter keys are used for ECC, the keys are still very long, and this requires significant computation. Thus, there has been extensive research [4-9] on ECC hardware (HW) implementation, where data can be processed in parallel, as well as software (SW) implementation, where data are processed word by word.

To implement an HW ECC module, sub-modules for the underlying finite field operations such as modular multiplication (MM), modular inversion (MI), and modular addition (MA) are necessary. Among the sub-modules, MI requires the most computation; therefore, its performance has a significant effect on the overall performance of an ECC module. Although an MI can be substituted with several MMs using projective coordinates [10, pp. 86-92], this method causes significant area overhead. Moreover, even in this case, an MI module is still necessary since an MI is required to transform projective coordinates back to affine coordinates in the last stage and is necessary for generating and verifying digital signatures in elliptic
curve digital signature algorithm (ECDSA) [11]. Therefore, an efficient MI module enables a smaller and faster ECC module and even may get rid of the need for projective coordinates if MI is sufficiently fast.

In this paper, we propose an efficient design of an HW MI module. In the literature, MI algorithms based on the greatest common divisor (GCD) are widely used. We remark that although there is another class of inversion algorithm using Fermat’s little theorem that performs \( a^{-1} \equiv a^{m-2} \pmod{m} \) for prime modulus \( m \), this method is not considered in this paper since it just repeats a lot of MMs and consumes a lot of time. There are three classes of MI algorithms using GCD in the literature: Extended Euclidean inversion (EE) algorithm [12], right-shift binary inversion (RS) algorithm [13-15], and left-shift binary inversion (LS) algorithm [16, 17]. EE requires divisions, while RS and LS are based on right-alignment and left-alignment, respectively. LS was proposed later than the others, and it has been believed that its performance is the best among the three classes [16, 18]. However, this optimal performance is confined only to SW implementation. HW implementation has features differentiating it from SW implementation: no cost for shift operations, parallel processing, and limited storage. In this paper, we demonstrate that RS is more appropriate than EE and LS for HW implementation and propose a modified RS algorithm with faster speed and smaller area. Using the modified RS HW module, we also show that a smaller and faster ECC HW module is achievable.

II. PRELIMINARIES

In this section, we explain the three classes of MI algorithms in detail and analyze their speed and area in HW implementation. The three algorithms (Algorithm 1-3) shown in this section are similar to the ones in [18].

1. Three Classes of MI Algorithms

To calculate \( a^{-1} \pmod{m} \), we consider the equation \( ax + my = \gcd(a, m) \), where \( \gcd(a, m) \) is the greatest common divisor of \( a \) and \( m \). If \( \gcd(a, m) = 1 \), then \( ax \equiv 1 \pmod{m} \), so \( x \equiv a^{-1} \pmod{m} \). We determine \( x \) using the following equations:

\[
aR \equiv U \pmod{m}, \quad (1)
\]

and

\[
aS \equiv V \pmod{m}. \quad (2)
\]

The initial values of \( R, S, U, \) and \( V \) are 0, 1, \( m \), and \( a \), respectively. Through an operation involving (1) and (2), we obtain a third equation, \( aR' \equiv U' \pmod{m} \); for example, if the operation is subtraction, \( R' = R - S \), and \( U' = U - V \). Our objective is to reduce the size of \( U \) and \( V \) by repeating these operations until obtaining \( x \equiv a^{-1} \pmod{m} \). All MI algorithms based on this method have a main loop that maintains (1) and (2) as loop invariants in order to repeat the reduction operations. The main difference between the MI algorithms is their reduction operations. In this section, the three classes of MI algorithms with different reduction operations are explained.

A. Extended Euclidean (EE) Inversion Algorithm

In EE, (1) \(- k \times (2)\) is performed for \( U > V \), where \( k = \left[ \frac{U}{V} \right] \), using the property \( \gcd(U, V) = \gcd(V, U \mod V) \) for \( U > V \). The results can be expressed as \( U'' = U - kV \) and \( R' = R - kS \). To calculate \( k \), division is necessary, which is quite complicated. Since division consists of

---

Algorithm 1: Shifting Euclidean algorithm

**Input:** modulus \( m \), divisor \( a \).

**Output:** \( a^{-1} \pmod{m} \).

1. \( U \leftarrow m; V \leftarrow a; R \leftarrow 0; S \leftarrow 1; \)
2. `while (|| V || > 1) {` // the bit length of \( V \)
3. \( f \leftarrow || U || - || V || ;` // the bit length difference
4. `if (sign(U) == sign(V)) {`
5. \( U \leftarrow U - (V \times f); \)
6. \( R \leftarrow R - (S \times f); \)
7. `} `
8. `else {`
9. \( U \leftarrow U + (V \times f); \)
10. \( R \leftarrow R + (S \times f); \)
11. `} `
12. `if (|| U || < || V ||) {`
13. \( U \leftarrow V; \)
14. \( R \leftarrow S; \)
15. `} `
16. `}`
17. `if (V = 0) return 0;`
18. `if (V < 0) S \leftarrow -S;`
19. `if (S > m) return S - m;`
20. `if (S < 0) return S + m;`
subtractions and shifts, EE can be modified as shown in Algorithm 1.

Algorithm 1 is the modified EE. This shifting Euclidean (SE) algorithm is simpler to implement as an HW module than EE since there is no division involved.

**B. Right-shift (RS) Binary Inversion Algorithm**

In RS, subtraction is used as a reduction operation; in addition, the property gcd(U, V) = gcd(U/2, V) for even U and odd V is also used. There is no case in which both U and V are even; U/2 and R′ = R/2 are performed for even U, and V′ = V/2 and S′ = S/2 are performed for even V. The RS algorithm based on subtraction and halving (right-shift) is shown in Algorithm 2.

U is the ((i+1)th bit of U, where U0 is the least significant bit (LSB). If either U0 or V0 is zero, U and R, or V and S are right-shifted until both U0 and V0 are one. Then subtraction is performed. These shifts and subtractions are repeated until V = 0. One thing to consider is that, when an even U is right-shifted, R can be odd. To halve an odd R without data loss, modulus m is added before the right-shift, which is also necessary when halving odd S. Due to this, RS is only usable for odd moduli and requires more additions than the other algorithms.

**C. Left-shift (LS) Binary Inversion Algorithm**

In RS, after both U and V are right-aligned, subtraction is performed; while in LS, after both U and V are left-aligned, subtraction or addition is performed. Due to left-alignment, the loop invariants are also a bit different from (1) and (2). The loop invariants for LS are

\[
aR2^{\min(u,v)} \equiv U \pmod{m},
\]

Then subtraction is performed. These shifts and subtractions are repeated until V = 0. One thing to consider is that, when an even U is right-shifted, R can be odd. To halve an odd R without data loss, modulus m is added before the right-shift, which is also necessary when halving odd S. Due to this, RS is only usable for odd moduli and requires more additions than the other algorithms.

**Algorithm 2: Right-shift binary inversion algorithm**

**Input:** modulus m, divisor a.

**Output:** \(a^{-1} \pmod{m}\).

1. \(U \leftarrow m; \ V \leftarrow a; \ R \leftarrow 0; \ S \leftarrow 1;\)
2. while \((V > 0)\) {
3. \(\text{if } (U_0 = 0) \quad // \text{even } U \)
4. \(U \leftarrow U/2; \quad // \text{halving } U \)
5. \(\text{if } (R_0 = 0) \ R \leftarrow R/2; \quad // \text{halving even } R \)
6. \(\text{else } R \leftarrow (R + m)/2; \quad // \text{halving odd } R \)
7. \}
8. \(\text{else if } (V_0 = 0) \quad // \text{even } V \)
9. \(V \leftarrow V/2; \quad // \text{halving } V \)
10. \(\text{if } (S_0 = 0) \ S \leftarrow S/2; \quad // \text{halving even } S \)
11. \(\text{else } S \leftarrow (S + m)/2; \quad // \text{halving odd } S \)
12. \}
13. \(\text{else } \quad // \text{odd } U \text{ and } V \)
14. \(\text{if } (U > V) \{
15. \ U \leftarrow U - V; \)
16. \(R \leftarrow R - S; \)
17. \(\text{if } (R < 0) \ R \leftarrow R + m; \)
18. \}
19. \(\text{else } \{
20. \ V \leftarrow V - U; \)
21. \(S \leftarrow S - R; \)
22. \(\text{if } (S < 0) \ S \leftarrow S + m; \)
23. \}
24. \}
25. \(\text{if } (U > 1) \ \text{return } 0; \)
26. \(\text{if } (R > m) \ R \leftarrow R - m; \)
27. \(\text{if } (R < 0) \ R \leftarrow R + m; \)
28. \(\text{return } R; \)

**Algorithm 3: Left-shift binary inversion algorithm**

**Input:** modulus m, divisor a.

**Output:** \(a^{-1} \pmod{m}\).

1. \(U \leftarrow m; \ V \leftarrow a; \ R \leftarrow 0; \ S \leftarrow 1; \ u \leftarrow 0; \ v \leftarrow 0;\)
2. while \((U \neq \pm2^n \&\& V \neq \pm2^n) \) {
3. \(\text{if } (|U| < 2^n - 1) \quad // |U| \text{ is the absolute value of } U \)
4. \(U \leftarrow 2U; \quad u \leftarrow u + 1; \)
5. \(\text{if } (u > v) \quad R \leftarrow 2R; \)
6. \(\text{else } \quad S \leftarrow S/2; \)
7. \}
8. \(\text{else if } (|V| < 2^n - 1) \{
9. \ V \leftarrow 2V; \quad v \leftarrow v + 1; \)
10. \(\text{if } (v > u) \quad S \leftarrow 2S; \)
11. \(\text{else } \quad R \leftarrow R/2; \)
12. \}
13. \(\text{else } \{
14. \text{if } (\text{sign}(U) = \text{sign}(V)) \{
15. \text{if } (a \leq v) \quad \{ \ U \leftarrow U - V; \quad R \leftarrow R - S; \quad \}
16. \text{else } \quad \{ \ V \leftarrow V - U; \quad S \leftarrow S - R; \quad \}
17. \}
18. \text{else } \{
19. \text{if } (a \leq u) \quad \{ \ U \leftarrow U + V; \quad R \leftarrow R + S; \quad \}
20. \text{else } \quad \{ \ V \leftarrow V + U; \quad S \leftarrow S + R; \quad \}
21. \}
22. \text{if } (V = \pm2^n) \quad \{ \ R \leftarrow S; \ U \leftarrow V; \quad \}
23. \text{if } (U < 0) \{
24. \text{if } (R < 0) \ R \leftarrow -R; \)
25. \text{else } \quad R \leftarrow m - R; \)
26. \text{if } (R < 0) \ R \leftarrow R + m; \)
27. \text{return } R; \)
and
\[ aS2^{\min(u, v)} \equiv V \pmod{m}. \]  

(4)

When \( U = \pm 2^n \) and \( u \leq v \), or \( V = \pm 2^n \) and \( v \leq u \), the loop is terminated, and the inverse elements are \( \pm R \) or \( \pm S \), respectively. The detail of LS is shown in Algorithm 3, where \( n \) is the length of modulus \( m \), and \( u \) and \( v \) are the accumulated numbers of left-shifts for \( U \) and \( V \), respectively.

While the absolute value of \( U \) or \( V \) is smaller than \( 2^n-1 \), \( U \) or \( V \) is left-shifted, respectively. Then the result of \( U + V \), \( U - V \), or \( V - U \) is used in place of the longer of \( U \) and \( V \). These shifts, additions and subtractions are repeated until one of the values left-aligned in \( U \) and \( V \) becomes \( \pm 1 \).

2. Speed and Area Analysis of MI Algorithms in HW Implementation

To find out which modular inverse algorithm is the most appropriate for HW implementation, we designed HW MI modules. For fair comparison under the same condition, their basic structures were designed using the same techniques. We explain these structures at first, and then analyze the speed and area of HW MI modules.

A. Basic Structures of HW MI Modules

Algorithm 1-3 spend most time in the main loop, and the main operations in the loop are shift and subtraction (or addition) between \( U \) and \( V \), and between \( R \) and \( S \). In addition to these operations, RS has an addition of modulus \( m \) to odd \( R \) or \( S \) for halving. We note that since subtraction and addition can be done by an adder, we do not distinguish them when analyzing speed and area.

How to design the structures to process shifts and subtractions affects the speed and area of HW MI modules. If we use only one adder due to confined area, the resulting algorithm will not have significantly different characteristics from SW environment. To fully utilize the merits of HW implementation such as capability of parallel processing, we design the structures of HW MI modules with two desirable features as follows.

The first feature is that a shift and a subtraction in the loop is performed within a single clock cycle to minimize the number of required clock cycles. This does not lengthen the critical path since shift is just shifted wire connection in HW implementation. Note that shift is performed not only right after subtraction, but also by itself. For example, in RS, when both \( U \) and \( V \) are odd, the difference between them must be even, so a shift is continuously performed. Depending on whether the shift result is odd or even, either another subtraction-and-shift or only shift is performed.

The second feature is that enough adders are used to avoid degradation such as increase of required clock cycles or drop of clock frequency [13, 14]. As a result, at least two adders are required to calculate subtraction between \( U \) and \( V \), and between \( R \) and \( S \). These adders can also be used to perform subtractions or additions after the loop is finished.

B. Speed Analysis of MI Algorithms

In this subsection, we first explain the relationship between speed and the number of shifts, and then analyze the number of shifts in each algorithm.

1) The Relationship between Speed and the Number of Shifts

The speed is inversely proportional to the processing time, which can be expressed as follows:

\[
\text{Processing time} = \frac{N_{\text{clk}}}{f_{\text{max}}} = N_{\text{clk}} \times T_{\text{critical path}}
\]

where \( N_{\text{clk}} \), \( f_{\text{max}} \), and \( T_{\text{critical path}} \) are the number of required clock cycles, the maximum achievable clock frequency, and the time length of critical path, respectively. The lengths of the critical paths in all MI modules are minimized using enough number of adders. As a result, the lengths may become approximately equal to the path length of \( n \)-bit addition where \( n \) is the length of modulus \( m \). Only several multiplexers are added to the inputs or outputs of each \( n \)-bit adder.

If the lengths of critical paths are almost the same, the processing time of MI modules is proportional only to the number of required clock cycles. Due to the first feature mentioned in subsection 2.A, either subtraction-and-shift or shift is always performed every clock cycle in the main loop. The number of shifts is equal to the number of clock cycles consumed in the loop; moreover, most clock cycles are consumed in the loop.
Table 1. Simulated Results of Three MI Algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>The number of shifts in the loop</th>
<th>64-bit</th>
<th>128-bit</th>
<th>256-bit</th>
<th>n-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE</td>
<td></td>
<td>128.2</td>
<td>256.3</td>
<td>512.2</td>
<td>2.001-2.003n</td>
</tr>
<tr>
<td>LS</td>
<td></td>
<td>122.7</td>
<td>250.7</td>
<td>506.6</td>
<td>1.917-1.979n</td>
</tr>
<tr>
<td>RS</td>
<td></td>
<td>88.1</td>
<td>178.4</td>
<td>359.2</td>
<td>1.377-1.403n</td>
</tr>
</tbody>
</table>

Fig. 1. Subtraction comparison (a) LS, (b) RS.

number of shifts represents the processing time of each MI module.

2) Number of Shifts in Each Algorithm

We can roughly estimate that the expected number of shifts for all MI modules is approximately $2n$. This is because $U$ and $V$ are initialized with $n$-bit modulus $m$ and divisor $a$, respectively, either $U$ or $V$ is shortened by one bit due to shift in every clock cycle during the loop, and the loop is finished when both $U$ and $V$ become almost zero.

Table 1 shows the average numbers of shifts for 100,000 random samples depending on the length of modulus $m$: 64, 128, 256, or $n$ bits, which are counted using a Verilog simulator. The numbers of shifts in SE and LS are almost the same because SE repeats left-shifts and subtractions similar to how they are repeated in LS. However, the number of shifts in RS is much smaller. The reason is explained as follows.

Fig. 1 shows the subtraction and shift in LS and RS. In LS, after subtraction, the most significant bit (MSB) always becomes zero, and the LSB becomes zero with a very low probability. In RS, after subtraction, the LSB always becomes zero, and the MSB also becomes zero with a high probability due to carry propagation of subtraction. This means that either $U$ or $V$ is almost always shortened by one bit every clock cycle in SE and LS. Consequentially, almost $2n$ clock cycles are necessary for shifts in SE and LS. In contrast, the number of shifts in RS is much smaller. The exact number of shifts is analyzed in Section IV.

C. Area Analysis of MI Algorithms in HW Implementation

Since variables used in all MI algorithms are almost the same, the sizes of required registers are also similar. Except registers, the number of $n$-bit adders has significant effect on area. LS and SE need only two $n$-bit adders, while RS needs six $n$-bit adders. The reason for this difference is as follows.

In RS, selection of $U - V$ and $V - U$ is determined by the boolean result of the statement, $U > V$. After $V - U$ is performed, if $V - U < 0$, then either $U - V$ or $-(V - U)$ needs to be calculated. This requires another adder or another clock cycle. In order not to increase the number of required clock cycles, two adders for $U - V$ and $V - U$ are necessary.

Addition of modulus $m$ to odd $R$ or $S$ for halving requires more adders as well. Before shifting $R$, either $R + m$, or $R - S + m$ is calculated. To calculate these without extension of critical path and increase of required clock cycles, a normal adder and a carry save adder (CSA) are required. A CSA transforms a sum of three numbers into a sum of two numbers within the time for 1-bit addition, which is negligible compared to $n$-bit addition. Selection between $R - S$ and $S - R$ is also determined by the boolean result of the statement, $U > V$, so another pair of an adder and a CSA is required to calculate $S + m$ or $S - R + m$.

Due to the above reasons, RS requires six adders in total including two CSAs. This is a big area overhead compared to SE and LS, but the number of adders in RS can be reduced to three by a simple modification explained in Section III.

There is one more thing to consider for area besides adders. In line 2 of Algorithm 3, the result of $U = 2^n$ can be simply known by checking if only the bits of $U$ except the $(u+1)$-th LSB of $U$ are zero, but the HW logic for $U \neq -2^n$ is complicated. This can be known by checking if $U + 2^n \neq 0$ or by comparing it with the register that has $-2^n$. These methods require an $n$-bit adder or an $n$-bit register, which increases the area. As a result, the area difference between the LS and RS algorithms may not be significant. The actual area comparison is covered in Section V.

III. IMPROVEMENT ON THE RS ALGORITHM

As explained in the previous section, RS is faster than other methods. Although RS has area overhead, this problem can be solved, and its speed can be improved, as explained in this section.
Table 2. RS vs. RS Variants (When both $U$ and $V$ are Odd and $U > V$)

<table>
<thead>
<tr>
<th>RS (Algorithm 2)</th>
<th>RS-alw2 in [18, p. 6]</th>
<th>RS-sel2 in [13]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U ← U - V$;</td>
<td>if $(U_1 = 0)$;</td>
<td>$U ← U - V$;</td>
</tr>
<tr>
<td>$R ← R - S$;</td>
<td>$U ← U - V$;</td>
<td>$R ← R - S$;</td>
</tr>
<tr>
<td>if $(R &lt; 0)$</td>
<td>$R ← R - m$;</td>
<td>...</td>
</tr>
<tr>
<td>$R ← R + m$;</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$R ← U / 2$;</td>
<td>else if $(R_l = 1)$;</td>
<td>if $(U_1 = 1)$</td>
</tr>
<tr>
<td>$R ← R + m$;</td>
<td>$R ← R + m$;</td>
<td>$U ← U / 2$;</td>
</tr>
<tr>
<td>$R ← R / 4$;</td>
<td>else if $(R_l = 1)$;</td>
<td>if $(R_0 = 1)$</td>
</tr>
<tr>
<td>$R ← R + 2m$;</td>
<td>$R ← R + 3m$;</td>
<td>$R ← R + m$;</td>
</tr>
<tr>
<td>$R ← R / 4$;</td>
<td>else if $(R_l = 1)$;</td>
<td>else if $(R_l = 1)$</td>
</tr>
<tr>
<td></td>
<td>$R ← R + 2m$;</td>
<td>$R ← R + m$;</td>
</tr>
<tr>
<td></td>
<td>$R ← R / 4$;</td>
<td>$R ← R / 4$;</td>
</tr>
</tbody>
</table>

(a) + 1101 <br> 111 <br> 10000 <br> 100 Right shift <br> 2-bit <br> (b) - 1101 <br> 0111 <br> 11 Right shift <br> 1-bit <br>

Fig. 2. Operation comparison (a) RS-alw2, (b) RS.

1. Previous RS Variants

There are RS variants to reduce the number of clock cycles consumed in the loop. Their main differences compared to RS are shown in Table 2. In [18, p. 6], the RS variant always performs 2-bit right-shift soon after subtraction or addition; we call this RS-alw2. In [13], the RS variant selectively chooses the 2-bit right-shift after subtraction; we call this RS-sel2. As shown in Table 2, in RS-sel2, 2-bit right-shift can only be done when the second LSB of $U$ is also zero. In RS-alw2, by $U + V$, the second LSB of the subtraction or addition result is also always zero, so 2-bit right-shift is always performed after subtraction or addition. However, this is not a good idea. The strength of the RS algorithm is that the subtraction result is sometimes shortened due to carry propagation. The addition result cannot be shortened, and is sometimes prolonged. An example of such a case is shown in Fig. 2. For the same values, addition is selected in RS-alw2; while subtraction is selected in RS. Even though 2-bit is right-shifted after addition in RS-alw2, its result is longer than that of RS. This means that when the second LSB of $U - V$ or $V - U$ is not zero, subtraction and 1-bit shift is better than addition and 2-bit shift. Because of this reason, RS-alw2 may be slower than RS-sel2. The area of RS-alw2 may be bigger than that of RS-sel2 as well. Compared to RS, RS-sel2 needs additional logic only for 2-bit shift, while RS-alw2 has additional 2-bit shifts as well as two additions, $U + V$ and $R + S$.

2. Proposed RS Variant with Area-improvement (RS-A)

As explained in Section II-2.C, Algorithm 2 needs six adders, but this number can be reduced by storing $-U$ and $-R$ instead of $U$ and $R$ for the variables $U$ and $R$, respectively. This modification is shown in Table 3. In the modified expression, there are no subtractions, but only additions. As a result, the algorithm becomes simpler with only three adders including a CSA, which may reduce the area. We call this RS with area-improvement (RS-A). We note that the speed of RS and RS-A is the same, and that only their areas are different.

In RS-A, the variable $U$ is initialized with $-m$ instead

<table>
<thead>
<tr>
<th>Variable</th>
<th>Previous expression</th>
<th>Modified expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$, $V$</td>
<td>$U &gt; V$</td>
<td>$V + (-U) &lt; 0$</td>
</tr>
<tr>
<td>$U$, $V$</td>
<td>$U ← U - V$</td>
<td>$(-U) ← V + (-U)$</td>
</tr>
<tr>
<td>$V ← V - U$</td>
<td>$V ← V + (-U)$</td>
<td></td>
</tr>
<tr>
<td>$R$, $S$</td>
<td>$R ← R - S$</td>
<td>$(R) ← S + (-R)$</td>
</tr>
<tr>
<td>$S ← S - R$</td>
<td>$S ← S + (-R)$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Expression Differences between RS and RS-A

Algorithm 4: RS-A algorithm

Input: modulus $m$, divisor $a$.
Output: $a^{-1} \pmod{m}$.

1: $U ← -m$; $V ← a$; $R ← 0$; $S ← 1$;
2: while $(V ≠ 1)$ {
3:   if $(V_0 = 1)$ {
4:     $TU ← U$; $TR ← R$;
5:   } else {
6:     $TU ← 0$; $TR ← 0$;
7:     $V ← (TU + TV) / 2$;
8:   } if $(TR_0 \land TS_0 = 0)$ {
9:     $SR ← (TS + TR) / 2$;
10:    else if $(TS < 0)$ {
11:       $SR ← (TS + TR - m) / 2$;
12:     } else if $(VU < 0)$ {
13:       $U ← VU$; $R ← SR$;
14:     } else {
15:       $V ← VU$; $S ← SR$;
16:     } return $S$;
17: }
18: return $S$;
of \( m \); \(-m \) is obtained by inverting \( m \) except for the LSB of \( m \) without any additional adder, since \( m \) is odd in RS. As for the variable \( R \), its initial value is zero, requiring no change. The detailed RS-A algorithm is shown in Algorithm 4.

In Algorithm 4, resource sharing is maximized for HW implementation. In line 1, \(-m \) instead of \( m \) is stored in the variable \( U \). In the loop, one of \( U \), \( V \), and \( U + V \) is right-shifted and stored in the variable \( VU \). Depending on the sign of \( VU \), \( VU \) is stored in one of \( U \) and \( V \). Similarly, \( R \) and \( S \) are calculated, but they are added or subtracted by \( m \) in lines 9 to 10 in order to halve odd \( R \) or \( S \). When \( m \) is added to positive \( R \) and \( S \), the data in the variable \( SR \) may overflow. This problem is prevented by subtracting \( m \) instead of adding \( m \) when the variable \( TS \), where \( S \) or zero is stored, is not negative in line 10.

3. Proposed RS Variant with Area- and Speed-Improvement (RS-AS)

RS-sel2, explained in Section III-1, is almost the same as RS except for the codes for the 2-bit shift. Using the idea of RS-sel2, we improve the speed of RS-A. The RS-A with speed-improvement (RS-AS) is shown in Algorithm 5.

Different from RS-sel2 [13], \(-m \) is used instead of \( 3m \) in line 15 since \( +3m \) needs two additions, one each for \(+m \) and \(+2m \), respectively. Compared to RS-A, the codes in lines 9 to 17 are added for 2-bit shift. When the second LSB of \( U + V \) is also zero, 2-bit shift is performed instead of 1-bit shift. Except for the codes in lines 9 to 17 in Algorithm 5, RS-AS is the same as RS-A. Therefore, RS-AS needs only three adders as well.

IV. SPEED ANALYSIS OF THE PROPOSED RS VARIANTS

As explained above, the speed of three algorithms can be roughly compared only using the number of shifts in the loop. Table 4 shows the average number of shifts in RS, RS-A, RS-AS, and RS-alw2 obtained from 100000 random samples with inverse elements. In this section, we mathematically analyze the numbers in Table 4. RS with speed-improvement (RS-S) is the same algorithm as Algorithm 5 (RS-AS) except the area-improvement method. In RS-A and RS-AS, \(-U \) and \(-R \) instead of \( U \) and \( R \) are stored for the variables \( U \) and \( R \), respectively. Since this may confuse the analysis, we analyze the speed of RS and RS-S instead of RS-A and RS-AS, respectively. Note that the speed of RS and RS-S is the same, and that the speed of RS-A and RS-AS is the same.

1. Number of Shifts in RS

We build a transition model of \((U, V)\) in the loop as follows:

\[
(U^0, V^0) \rightarrow (U^1, V^0) \rightarrow \cdots \rightarrow (U^{k-1}, V^{k-1}) \rightarrow (U^k, V^k).\]

The initial value \((U^0, V^0)\) is \((m, a)\) where \( m \) is a modulus and \( a \) is a divisor. The value on exit \((U^k, V^k)\) is \((1, 0)\) when \( a^{-1} \pmod{m} \) exists. The relationship between
Table 4. Simulated Results of RS Variants

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>The number of shifts in the loop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>64-bit</td>
</tr>
<tr>
<td>RS or RS-A</td>
<td>88.1</td>
</tr>
<tr>
<td>RS-S or RS-AS</td>
<td>58.9</td>
</tr>
<tr>
<td>RS-alw2</td>
<td>64.1</td>
</tr>
</tbody>
</table>

Table 5. Relationship between \((U^i, V^i)\) and \((U^{x_{i+1}}, V^{x_{i+1}})\) in RS

<table>
<thead>
<tr>
<th>Case</th>
<th>((U^i, V^i))</th>
<th>Condition</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>((U/2, V))</td>
<td>(U^i_0 = 0) and (V^i_0 = 1)</td>
<td>(\frac{3}{4}) a</td>
</tr>
<tr>
<td>B</td>
<td>((U, V/2))</td>
<td>(U^i_0 = 1) and (V^i_0 = 0)</td>
<td>(\frac{1}{4}) b</td>
</tr>
<tr>
<td>C</td>
<td>((U-V)/2, V))</td>
<td>(U &gt; V)</td>
<td>(\frac{1}{4}) c</td>
</tr>
<tr>
<td>D</td>
<td>((U-(V-V)/2), (V-V/2))</td>
<td>(U &gt; V)</td>
<td>(\frac{1}{4}) c</td>
</tr>
</tbody>
</table>

Table 6. Relationship between \(P(x, y)\) and \(P_{r\times}(x', y')\) for \(x, y, x', y' \in \{0, 1\}\)

<table>
<thead>
<tr>
<th>((x, y))</th>
<th>((0, 1))</th>
<th>((1, 0))</th>
<th>((1, 1))</th>
<th>(P_{r\times}(x', y'))</th>
</tr>
</thead>
<tbody>
<tr>
<td>((0, 1))</td>
<td>a/2</td>
<td>-</td>
<td>c/4</td>
<td>a/2 + c/4 = a</td>
</tr>
<tr>
<td>((1, 0))</td>
<td>b/2</td>
<td>c/4</td>
<td>b/2 + c/4 = b</td>
<td></td>
</tr>
<tr>
<td>((1, 1))</td>
<td>a/2</td>
<td>b/2</td>
<td>c/2</td>
<td>a/2 + b/2 + c/2 = c</td>
</tr>
<tr>
<td>(P(x, y))</td>
<td>a</td>
<td>b</td>
<td>c</td>
<td>1</td>
</tr>
</tbody>
</table>

\((U^i, V^i)\) and \((U^{x_{i+1}}, V^{x_{i+1}})\) for any \(i \leq i < k\) is shown in Table 5. In Table 5, \(P_0(0, 1), P_1(1, 0),\) and \(P_1(1, 1)\) are denoted by \(a, b,\) and \(c,\) respectively, where \(P(x, y)\) is the probability that \(U_0 = x\) and \(V_0 = y\) for \(x, y \in \{0, 1\}. a, b,\) and \(c,\) can be calculated using Table 6, which shows \(P_{r\times}(x', y')\) for \(x', y' \in \{0, 1\}\) when \((x, y) = (0, 1), (1, 0)\) and \((1, 1),\) respectively. We assume that the probabilities that \(U^i > V^i\) and \(U^i \leq V^i\) are the same, and that the results of subtraction or shift operations are odd or even with the same probability. Since \(P(x, y) = P_{r\times}(x', y')\) for \((x, y) = (x', y'),\) we can obtain \(a = b = c/2.\)

If \(U^k\) is expressed only using \(k\) and \(U^i,\) we can calculate \(k.\) First, we need to modify the expression of Case C in Table 5. To remove \(V^i\) from \((U^i - V^i)/2,\) we assume \(E(U^i - V^i) = U^i/\rho \) where \(E(x)\) is the expected value of \(x.\) Using \(\rho, U^k\) can be expressed as follows, according to Table 5:

\[
U^k = \left(\frac{1}{2}\right)^k \left(\frac{1}{2\rho}\right)^k U^i. \tag{5}
\]

\(U^k\) is 1, so (5) is transformed to:

\[
U^i = \left(\frac{1}{2}\right)^k \left(\frac{1}{2\rho}\right)^k = (4\rho)^{\frac{k}{2}} = 2^{\left(\frac{k}{2}\log_2(4\rho)\right)}. \tag{6}
\]

Since \(U^i\) is the \(n\)-bit modulus \(m, 2^{a-1} < U^i < 2^a.\) If \(U^i = 2^a,\)

\[
k = \frac{4}{(2 + \log_2 \rho)}n. \tag{7}
\]

To find out \(\rho,\) we examined the ratio of \(U\) and \(V\) when both \(U\) and \(V\) are odd during simulation in Table 4. For \(U^i > V^i, E(U^i) = (4/9) \times U^i,\) so we can obtain \(\rho = 9/5\) and \(k = 1.404n.\) This value is very similar to the simulated result of 1.377–1.403n.

2. Number of Shifts in RS-S

In RS-S, the relationship of \((U^i, V^i)\) and \((U^{x_{i+1}}, V^{x_{i+1}})\) is different, which is shown in Table 7. In RS, the expected proportion of shifts (Cases A and B in Table 5) to subtraction-and-shifts (Cases C and D in Table 5) is the same; while in RS-S, the proportion is 1/3 as shown in Table 7. The reason is explained using Fig. 3. In Fig. 3, the grey circles with S represent shifts, and the black circles with SS represent subtraction-and-shifts.
describes the selections of shifts or subtraction-and-shifts depending on whether both $U$ and $V$ are odd, or if either $U$ or $V$ is odd. The proportion of S to SS is the same in Fig. 3(a); while all S circles right after S or SS circles are removed in Fig. 3(b) due to 2-bit shifts. As a result, the proportion of S to SS in Fig. 3(b) is 1/3, as shown in Table 7. Using Table 7, $U^k$ can be expressed as follows:

$$U^k = \left(\frac{1}{4}\right)^n \left(\frac{1}{2}\right)^n \left(\frac{1}{4\rho_1}\right)^n \left(\frac{1}{2\rho_2}\right)^n U^n.$$  \hspace{1cm} (9)

Since $U^k = 1$ and $U^i \approx 2^n$,

$$k = \frac{8}{3(2 + \log_2 \rho)} n. \hspace{1cm} (10)$$

Using $\rho = 9/5$, we obtain $k = 0.936n$, which is very similar to the simulated result of 0.920 to 0.936. This is only about 67% of that in RS, so the RS-S algorithm is about 50% faster than the RS algorithm. In addition, the speed of the RS-S algorithm is almost double speed of the SE and LS algorithms.

3. Number of Shifts in RS-alw2

In RS-alw2, 1-bit shift after subtraction is replaced with 2-bit shift after addition. Therefore, $((U^i - V^i)/2, V^i)$ and $(U^i, (V^i - U^i)/2)$ in Table 7 become $((U^i + V^i)/4, V^i)$ and $(U^i, (V^i + U^i)/4)$ in RS-alw2, respectively. Based on the modified relationship, $U^k$ can be expressed as follows:

$$U^i = \left(\frac{1}{4}\right)^n \left(\frac{1}{2}\right)^n \left(\frac{1}{4\rho_1}\right)^n \left(\frac{1}{2\rho_2}\right)^n U^n. \hspace{1cm} (11)$$

where $E(U^i - V^i) = U^i/\rho_1$, and $E(U^i + V^i) = U^i/\rho_2$. Since $U^k = 1$ and $U^i \approx 2^n$,

$$k = \frac{16}{15 + 3\log_2 \rho_1 + 3\log_2 \rho_2} n. \hspace{1cm} (12)$$

$\rho_1 = 9/5$, and $\rho_2 = 9/13$ from $E(U^i - V^i) + E(U^i + V^i) = U^i$. By substituting $\rho_1 = 9/5$ and $\rho_2 = 9/13$, we obtain $k = 1.003n$, which is very similar to the simulated result of 1.002 to 1.016. This is similar to that of RS-S, but slightly slower. This means that the always-2-bit-shift using addition is not as good as the selectively-2-bit-shift.

V. IMPLEMENTATION AND EXPERIMENTAL RESULTS

Using 0.18 $\mu$m technology, we implemented Algorithms 1-5 and RS-alw2 based on the two features in Section II-2.A. In this section, we show their structures and analyze their speed and area.

1. Structures of the HW MI Modules

The structures of the HW MI modules are shown in Fig. 4, which include their data paths, but not their control logic. RS-AS has additional logic for 2-bit shifts in Fig. 4(f) compared with RS-A in Fig. 4(e). As shown in Fig. 4, SE, LS, RS-A, and RS-AS are simpler and need fewer adders than RS and RS-alw2. The exact area and consumed clock cycles are analyzed in the next subsection.

2. Experimental Results of Implemented MI Modules

The area and the number of required clock cycles of the implemented modules are shown in Table 8. 100000 samples are used to estimate the average number of required clock cycles. With respect to area, SE is the smallest. As shown in Fig. 4, RS needs four more adders than SE; while RS-A needs only one more adder than SE. As a result, RS-A is about 28% smaller than RS, but only about 4.5% larger than SE at the same clock frequency (100 MHz).

In [16, 18], it was claimed that LS has better performance than other algorithms, but Table 8 shows different results. The number of shifts in RS is smaller than that in LS, but RS has more additions for halving odd $R$ or $S$. This is why LS is faster than RS in SW implementation. However, in HW implementation, without increase of required clock cycles, halving $R$ or $S$ can be performed by adding more adders. The only weak point of this method is the area overhead, but we could reduce the number of adders in RS using our method explained in Section III-2. In addition, complicated control logic such as $U \neq \pm 2^n \& \& V \neq \pm 2^n$ in LS increases the area of LS; its area is larger than RS-A and RS-AS.
In this section, we analyze the effect of the new inversion algorithm on the overall performance of ECC. Point multiplication (PM) is the main ECC operation, which is a repetition of point doublings (PDs) and point additions (PAs). These point operations are expressed using MM and MI, as shown in Table 9. Modular addition and modular subtraction are not included since each of them can be done in a single clock cycle. PA is only performed when each bit of a scalar is one, so the expected execution number of PA is approximately $0.5n$. While this number can be further reduced using some techniques such as signed digit representation and sliding windows methods, $0.5n$ is used in this paper for simple analysis.

When the MI speed is much slower than MM, an MI is replaced with several MMs using projective coordinates instead of affine coordinates. Jacobian projective coordinates are one of the most efficient projective
coordinates and are widely used. When projective coordinates are used, a point with projective coordinates should be transformed to a point with affine coordinates last. This requires one MI and several MMs, but these operations are not included in Table 9 because they are negligible.

In addition, the necessary modular operations for affine coordinates are different depending on which MI is used. This is because RS can perform modular inversion as well as modular division (MD) differently than SE and LS. As a result, fewer MMs are necessary when RS is used.

Let \( T(x) \) be the expected number of clock cycles consumed for an operation \( x \). Table 10 shows \( T(PM) \) calculated using Table 9 when \( n = 256 \). We assume that all modular operations are performed in the same clock domain, so only the number of required clock cycles is considered.

Fig. 5 shows \( T(PM) \) depending on \( T(MM) \) and MI algorithms. Now, we show that in some cases, the RS variants may have an additional advantage of simplifying the ECC hardware by avoiding the use of Jacobian coordinates and using only affine coordinates. From Fig. 5, we can find the break-even points for the coordinate system decision. For example, if we use RS-A, Jacobian coordinates are preferable when \( T(MM) < 59.7 \). On the other hand, if \( T(MM) > 59.7 \), affine coordinates are better. These break-even points are \( T(MM) = 40.1, 59.7, \) and 95.0 for RS-AS, RS-A, and LS, respectively. The greater the number, the wider the scope where Jacobian coordinates are recommended becomes. The break-even value for RS-AS is 40.1, which is the smallest among RS-A, RS-AS, and LS; the break-even value for LS is 95.0, which is the largest. This means that when LS is used for inversion, Jacobian coordinates are required for a wider range of \( T(MM) \) than when RS-AS is used. For example, if \( T(MM) \) is 64, Jacobian coordinates are better for LS while affine coordinates are better for RS-A and RS-AS. These are marked as stars in Fig. 5. It should be noted that if the use of Jacobian coordinates can be avoided, the design of an HW ECC module becomes much simpler because PM calculation using Jacobian coordinates is very complicated compared to using affine coordinates. Moreover, by the use of RS-AS, \( T(PM) \) itself is also reduced. In the above example with \( T(MM) = 64 \), Jacobian coordinates should be used only if an LS module is available, resulting in \( T(PM) = 221.2k \) cycles. However, if an RS-AS module is available, \( T(PM) \) becomes 157.9k cycles with only affine computation. In summary, by adopting RS-AS, a hardware ECC module becomes faster and simpler without using Jacobian coordinates.

### VII. Conclusion

In this paper, we analyzed various types of MI algorithms. In contrast to the claims in many previous works, the performance of RS family is good when implemented in hardware. Even though the hardware RS module has area overhead, a large part of the area overhead can be removed using our method. This method is also applicable for speed-improvement to RS variants, resulting in RS with both area- and speed-improvements (RS-AS). Although there is another existing RS variant (RS-alw2) with a similar speed, its algorithm speed is slightly slower and its area is much larger than ours. Finally, we analyzed the ECC performance when using
various modular inversion algorithms. When our improved modular inversion modules are used, the modular multiplier’s speed scope where affine coordinates are recommended becomes wider, as well as improving the entire ECC performance for some scope.
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