Measurement Coding for Compressive Sensing of Color Images
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Abstract: From the perspective of reducing the sampling cost of color images at high resolution, block-based compressive sensing (CS) has attracted considerable attention as a promising alternative to conventional Nyquist/Shannon sampling. On the other hand, for storing/transmitting applications, CS requires a very efficient way of representing the measurement data in terms of data volume. This paper addresses this problem by developing a measurement-coding method with the proposed customized Huffman coding. In addition, by noting the difference in visual importance between the luma and chroma channels, this paper proposes measurement coding in YCbCr space rather than in conventional RGB color space for better rate allocation. Furthermore, as the proper use of the image property in pursuing smoothness improves the CS recovery, this paper proposes the integration of a low pass filter to the CS recovery of color images, which is the block-based $\ell_2$-norm minimization. The proposed coding scheme shows considerable gain compared to conventional measurement coding.
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1. Introduction

The high cost of conventional sampling using the Nyquist/Shannon rate [1, 2] for high resolution images has highlighted the need for an alternative sampling scheme. Compressive sensing (CS) [3-6] is one such possibility. For a length-N image vector $x$ (i.e., with $N$ pixels), CS acquires only $M$ measurements, which is formed into a measurement vector $y$ through a linear projection in Eq. (1):

$$ y = \Phi x, \quad (1) $$

where $\Phi$ is called a measurement matrix, which determines the linear projection of signal $x$ to its measurement vector $y$. For the recovery of the vector $x$, the measurement matrix $\Phi$ needs to satisfy certain conditions, such as the restricted isometry property [4]. The ratio of $r = M / N$, which is commonly called the subrate or measurement rate, shows how effective the CS scheme is in terms of the sensing cost compared to the conventional Nyquist/Shannon rate.

The measurement matrix $\Phi$ has $M \times N$ elements, whose size becomes tremendous in the case of high-resolution images. If sensing is achieved at a frame-basis, $N$ refers to the number of all pixels of the three channels in a picture. As an example of $512 \times 512$ color images with 3 color channels at $r = 0.5$, the size of the measurement matrix is $0.5 \times 3 \times 512 \times 512 = 393216$. Even under the typical practice of processing each channel separately, this size is still quite high. Therefore, instead of frame-based sensing, block-based sensing per channel is a more practical approach [7-10]. Each channel of an image is divided into multiple blocks with a size of $B \times B$. The blocks in each channel are sensed with a small measurement matrix $\Phi_b$ with a size $M \times N$, where $N = B \times B$ and $M = r \times N$. In this way, the size requirement of the measurement matrix decreases considerably, which can be stored more easily at the sensing part.

In addition to the size issue of the measurement matrix, the measurement data needs to be stored or transmitted,
which raises a new problem of how to encode those measurements efficiently, and is called measurement coding (MC). For grayscale images, some studies based on the DPCM concept [11-13] have already shown their coding efficiency that under an appropriate configuration (quantization step, subrate, and measurement matrix selections), their coding performance can be comparable to conventional JPEG compression. Motivated by these studies, this paper examined a measurement data-encoding method for color images using the DPCM scheme.

To make the MC more practical, the MC should equip itself with an entropy coding scheme to represent the residual measurements efficiently using the minimum number of bits. In this sense, similar to JPEG [14, 15], this study utilized the Huffman coding with a CS-friendly Huffman table synchronization between the encoder and decoder. By noting that the residual measurements obtained by applying DPCM to the measurement data follow the Laplacian distribution [12], this study developed a method that can easily generate a replica of the Huffman table at the decoder upon receiving only the Laplacian parameters (i.e., mean and variance).

Most imaging devices acquire data in RGB space. Therefore, the CS measurements of the color signal are also likely to be from RGB space. The YCbCr space treats the luma (Y) channel differently from the chroma (Cb and Cr) channels [16]. More coding error is bearable in the chroma channels than in the luma channel, and it is exploited widely in conventional image/video coding. For example, JPEG encodes the color image with different quantization tables for the luma and chroma channels [14]. Another example is color-subsampling, which is more commonly referred to as the 4:2:2 or 4:2:0 format [16]. Therefore, this paper proposes sensing in RGB space to support wider acquisition applications but encode the measurements in YCbCr space to achieve better coding performance.

This paper is organized as follows. Section 2 briefly presents the background on the conventional block-based CS of color images and MC for grayscale images, and then delivers the proposed MC for compressive sensed color images with color conversion in the measurement domain from RGB to YCbCr space. Section 3 explains the proposed improved CS recovery. Sections 4 and 5 report the experimental results and conclusion respectively.

### 2. Proposed measurement coding for color images

Owing to the large size of (color) images, it is normally desirable to sense images in a block-based manner, in which each color channel is first divided into multiple non-overlapping blocks of a size \( B \times B \), and the blocks are sensed independently by the small sized measurement matrix \( \Phi_B \) [7-10]. Equivalently, the \( k \)th block

\[
\begin{bmatrix}
    y^k_R \\
    y^k_G \\
    y^k_B
\end{bmatrix}
= \Phi_B
\begin{bmatrix}
    x^k_R \\
    x^k_G \\
    x^k_B
\end{bmatrix}
\]  

(2)

In this way, despite sensing the whole image of three color channels, only one block measurement matrix \( \Phi_B \) with a small size is stored at the sensing part.

#### 2.1 Improved measurement coding

##### 2.1.1 Directional measurement coding

In a block-based CS of grayscale and color images, the individual measurement data inside a block have no correlation with each other because of the random nature of the measurement matrix. On the other hand, the measurement blocks associated with the same projection (i.e., the same measurement matrix \( \Phi_B \)) may have a high correlation on a block-by-block basis. This analysis was verified in other studies [11-13] by measuring the correlation using grayscale images, which is normally larger than 0.8. This paper shows that, in RGB color images, the measurements between adjacent blocks associated with the same projection also have a strong correlation. Table 1 lists the average correlation coefficient of the measurement vector \( y \) of a block with its upper neighbor \( y_p \) calculated using Eq. (3).

\[
\rho = \frac{\mathbf{E} \left\{ (y - \bar{y}) (y_p - \bar{y}_p) \right\}}{\mathbb{E} \left\{ \| y - \bar{y} \|^2 \right\} \mathbb{E} \left\{ \| y_p - \bar{y}_p \|^2 \right\}},
\]  

(3)

where \( \bar{y} \) and \( \bar{y}_p \) are the mean values of \( y \) and \( y_p \), respectively. The correlation in the measurement domain is larger than 0.8 for all color channels of two test images, Lena and Peppers.

The strong correlation in the measurement domain makes it natural to apply the directional MC [12, 13] to color images to effectively represent its measurements. As shown in Fig. 1, for each color channel, the MC searches for the best predictor (in terms of residual energy) of a block \( y \) from its set of neighboring blocks (SNB): west, north, north-west, and north-east blocks. The matching criterion based on the residual energy is:

\[
y_{\text{pred}} = \min_{y \in \text{SNB}} \left\{ \| y - \tilde{y} \| \right\}
\]  

(4)

<table>
<thead>
<tr>
<th>Sub-rate</th>
<th>Lena</th>
<th>Peppers</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>G</td>
<td>B</td>
</tr>
<tr>
<td>0.1</td>
<td>0.967</td>
<td>0.873</td>
</tr>
<tr>
<td>0.2</td>
<td>0.974</td>
<td>0.887</td>
</tr>
<tr>
<td>0.3</td>
<td>0.973</td>
<td>0.885</td>
</tr>
</tbody>
</table>

Table 1. Correlation coefficient \( \rho \) between the blocks in the measurement domain of RGB images (\( B = 32 \), averaged over 5 simulations with 5 Gaussian random measurement matrices)
Note that, the strong correlation among the measurements of the neighboring blocks allows very small residual energy. Hence, the entropy of the residual signal is also expected to be very small. Therefore, for color images, using directional coding [12, 13], the measurement vectors of all blocks can be encoded effectively in RGB space. Fig. 2 shows the directional MC for each color channel, where the residual signal is quantized and subjected to an entropy coding process.

2.1.2 Entropy coding - Huffman coding

In this paper, under the design direction of pursuing low encoding complexity instead of time-consuming arithmetic coding or even context-adaptive arithmetic coding, the Huffman coding was used for its optimality for symbol-by-symbol coding. On the other hand, two issues need to be addressed before Huffman coding can be applied to the measurement data of color images: how to effectively generate a Huffman table, and how to efficiently notify the table to the decoder.

Most residual signals in image/video processing, including the measurement residual \( y_{res} \) (residual signal of three color channels obtained by DPCM process), follow Laplacian distribution [12, 26]. Suppose that \( Y_r \) is a scalar element of the residual signal vector, \( y_{res} \), obtained from the DPCM process (note that it is quantized before Huffman coding, as shown in Fig. 2), \( Y_r \) has a probability distribution of a Laplacian with a mean of \( \mu \) and a variance of \( 2/\alpha^2 \) as follows:

\[
Pr(Y_r = t) = \frac{\alpha}{2} e^{-|t|/\alpha} \tag{5}
\]

As a result, Eq. (5) gives the probability of the event \( Y_r = \mu \) as:

\[
Pr(Y_r = \mu) = \frac{\alpha}{2} \tag{6}
\]

From Eq. (6), \( \alpha \) is approximated by \( \alpha = 2 \times f(u) \), where \( f(u) \) is the estimated probability of a residual measurement being identical to the mean value of the quantized residual. The probabilities of other values were calculated using Eq. (5). Based on the estimated probabilities, the Huffman table can be constructed. Fig. 3 shows a decent match between the approximated Laplacian distribution and the actual histogram of the quantized measurement residual of the R channel of Lena. This suggests that the Huffman coding constructed by the estimated probabilities is expected to work well with the directional MC. Furthermore, with only notification of \( \alpha \), \( \mu \), and range of residual \( y_{res} \), a decoder can generate an exact replica of the Huffman table used in an encoder for their entropy decoding process.

2.1.3 Proposed RGB-space sensing and YCbCr-space measurement coding

In the previous section, a directional MC scheme was presented for color images in RGB color space. On the other hand, YCbCr space, but not RGB, is known to be more useful in reducing the color redundancy, as is used widely in conventional image/video coding of JPEG and HEVC [14-16]. In those coding frameworks, more error is allowable to the chroma channels (Cb and Cr) to save considerable bitrate while guaranteeing equivalent perceptual quality. To apply that property to the MC of color images, this paper proposes a simple way to convert the measurement from RGB to YCbCr space for encoding without any change in the sensing process.

2.2 Color-space conversion in measurement domain

In the spatial domain, the color-space conversion of the \( k^{th} \) block from RGB to YCbCr is calculated easily by a
linear transformation \([17-19]\) as follows:
\[
\begin{align*}
x_y^k &= a_{11} x_{128}^k + a_{12} y_{128}^k + a_{13} y_{32}^k \\
x_{C3} &= x_{128} + a_{21} x_{22}^k + a_{22} y_{22}^k + a_{23} y_{32}^k \\
x_{C4} &= x_{128} + a_{31} x_{22}^k + a_{32} y_{22}^k + a_{33} y_{32}^k
\end{align*}
\]
(7)

where \(x_{128}\) is a vector with the same size to \(x_y^k\), but has all its values of 128. In addition, \(a_{11} = 0.299; a_{12} = 0.587; a_{13} = 0.114; a_{21} = -0.168736; a_{22} = -0.331264; a_{23} = 0.5; a_{31} = -0.418688; a_{32} = -0.081312\). Owing to the nature of the linear projections in Eqs. (2) and (7), the measurement vector \(y_{YCbCr}^k\) of the \(k^{th}\) block in YCbCr space can be calculated from the measurement vector \(y_{RGB}^k\) in RGB space as follows:
\[
\begin{align*}
y_y^k &= a_{11} y_{y128}^k + a_{12} y_{y32}^k + a_{13} y_{y32}^k \\
y_{Cy}^k &= y_{y128} + a_{21} y_{y22}^k + a_{22} y_{y22}^k + a_{23} y_{y32}^k \\
y_{Cy}^k &= y_{y128} + a_{31} y_{y22}^k + a_{32} y_{y22}^k + a_{33} y_{y32}^k
\end{align*}
\]
(8)

where \(y_{128}\) denotes the measurement vector of \(x_{128}\) as \(y_{128} = \Phi \cdot x_{128}\). Therefore, the conversion of color space in the spatial domain is equivalent to the same conversion in the measurement domain. Therefore, the MC can be performed for YCbCr to take advantage of the color decomposition nature of YCbCr. Table 2 lists the spatial correlation of Eq. (3) in the measurement domain of YCbCr space. Observe, the correlation is also high, resulting in good performance of the directional MC described in the previous section. This paper used the same MC of RGB space in YCbCr space. After reconstructing those measurements in YCbCr space, the recovered YCbCr image, \(\tilde{x}_{YCbCr}^k\), is converted back to the recovered image in RGB space, \(\tilde{x}_{RGB}^k\), by:
\[
\begin{align*}
\tilde{x}_{RGB}^k &= \tilde{x}_{y1}^k + b_{13} \left( \tilde{x}_{Cy} - x_{128} \right) \\
\tilde{x}_{Cy}^k &= \tilde{x}_{y1}^k + b_{22} \left( \tilde{x}_{Cy} - x_{128} \right) + b_{23} \left( \tilde{x}_{Cy} - x_{128} \right) \\
\tilde{x}_{Cy}^k &= \tilde{x}_{y1}^k + b_{22} \left( \tilde{x}_{Cy} - x_{128} \right)
\end{align*}
\]
(9)

where \(k\) is the index of the block being processed, and \(b_{13} = 1.402; b_{22} = -0.34414; b_{23} = -0.71414;\) and \(b_{32} = 1.772\).

### 2.3 Bit allocation for the YCbCr channels

As discussed in the previous subsection on the different importance of the luma and chroma channels on the human perception of color images, this paper proposes to perform coding differently from channel to channel. That is, luma (i.e., \(Y\)) channel should receive the most care because any loss in the \(Y\) channel can be recognized easily by the viewers. Therefore, a small quantization step is assigned to MC of the \(Y\) channel. For the chroma channels, a large quantization step is used. This has less error in the reconstructed measurement of the \(Y\) channel, resulting in good recovery. The large quantization step used for the chroma channels saves bit usage. Note that the relative insensitivity of the human eye to colors makes the relatively larger coding errors in the chroma less perceptible to humans. As a result, the HVS-based tradeoff between the bit amount and recovered quality in YCbCr space provides better rate-distortion performance.

### 3. Improved recovery of the block-based CS of color images

The block-based CS (BCS) is very important for not only sampling cost reduction but also for effective MC [12]. Accordingly, a corresponding recovery method is in need. For color images, there is an effective recovery method called the smoothed \(\ell_{20}\)-norm minimization [20]. In addition, among the block-based recovery methods for grayscale images, BCS-SPL (Block Compressed Sensing with Smooth Projected Landweber Reconstruction) [8] has high recovery performance arising from its smoothness pursuit. This paper applied the recovery concept of those recoveries [8, 20] to the context of a block-based CS of color images.

Because applying the work reported by Nagesh and Li [20] directly to independent block-by-block recovery may degrade the quality of the recovered image considerably by generating discontinuity in the block boundaries [21-23], the same structure of BCS-SPL [8] was used in the present study to recover all the blocks in parallel with the help of a low pass filter. The low pass filter reduces the discontinuity in the block boundaries. Besides addressing that discontinuity, the smoothness is a very important property of image signals, not only in grayscale but also in all color images. Therefore, the low pass filter also helps in pursuing that important property. Similar to Mun and Fowler [8], a Wiener filter was applied with a window size of \(3 \times 3\) as a low pass filter at the end of each iteration of the \(\ell_{20}\)-norm minimization [20]. Table 3 lists the improved recovery method for color images step by step. Details of the smoothed \(\ell_{20}\)-norm minimization are reported elsewhere [20].

Finally, in this paper, the proposed MC for color images was composed of four phases: sensing using Eq. (2); color space conversion using Eq. (8); coding and decoding as shown in section 2; recovery in Table 3; and color space conversion using Eq. (9) as shown in the flowchart (Fig. 4).
4. Experimental results

The proposed methods were verified with four 512×512 color images; Lena, Peppers, Mandrill, and Jet (Fig. 5). The block size of sensing was 32×32, which is a tradeoff of the performance between MC and CS recovery. A uniform quantizer is used in MC with quantization steps of 4 for the RGB channels, and 4/8/8 respectively for the Y, Cb, and Cr channels. The measurement matrix has its entries following an i.i.d. Gaussian random distribution. Owing to the random nature of the measurement matrix, at each configuration of test, 5 simulations were performed and the average of the results was used for a more reliable performance evaluation.

As discussed in Section 2, the proposed method of MC with Huffman coding can be used either in the RGB or YCbCr space. Table 4 lists the schemes tested in this study, which are different from each other either by the color space to perform the directional MC (with Huffman coding) or by their recoveries. Because the sensing and coding parts are the same in Schemes 2 and 3, the bit-per-pixel numbers of them are identical.

(a) Coding performance of MC in YCbCr space

Different encoding of the luma (Y) channel from the chroma (Cb and Cr) channels helps save a large number of bits, while degrading the quality of the recovered images only slightly.

The percentage of saved bits was calculated using the following equation:

$$\text{BitSaving} = \frac{\text{bpp}_{\text{RGB}} - \text{bpp}_{\text{YCbCr}}}{\text{bpp}_{\text{RGB}}} \times 100\%,$$

where \(\text{bpp}_{\text{RGB}}\) and \(\text{bpp}_{\text{YCbCr}}\) are the bpp (bits per pixel) of MC performed in RGB and YCbCr space, respectively. Note that the bpp counts all three color channels together.

---

**Table 3. Improved CS recovery for color images with a Wiener filter.**

| Input: \(\Phi_B\), transform matrix \(\Psi\), \(y\), \(\sigma_{\text{min}}\), maximum iteration \(i_{\text{max}}\), initial \(x_0\) |
| Output: \(\tilde{x}\) |
| Equivalent matrix: \(A = \text{diag}(\Phi_B,3)\text{diag}(\Psi,3)\) |
| for all \(k^{th}\) block: \(s_k = \text{diag}(\Psi,3)x_{n,k}\) |
| end |
| Initiate \(\sigma\) |
| while \(\sigma > \sigma_{\text{min}}\) and \(k < k_{\text{max}}\) do |
| for all \(k^{th}\) block with its \(j^{th}\) element |
| 1. Calculate \(\Delta s_k = s_j(j)\exp\left(-\frac{\|s_j(j)\|}{\mu}\right)^T\) |
| 2. Update \(s_k^* = s_k - \mu \Delta s_k\) |
| 3. Project \(s_k = s_k^* - A^T(A^T A)^{-1}(A \tilde{x}_k^* - s_k)\) |
| end of for |
| perform Wiener filter with window [3,3] |
| update \(\sigma\), \(i = i + 1\) |
| end of while |
| for all \(k^{th}\) block: \(\tilde{x}_k = \text{diag}(\Psi,3)^T s_k\) |
| end |

---

**Table 4. Three test schemes.**

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Color space for MC</th>
<th>Recovery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheme 1</td>
<td>RGB</td>
<td>Block-by-block (l_{20}) -norm minimization [20] without a Wiener filter</td>
</tr>
<tr>
<td>Scheme 2</td>
<td>YCbCr</td>
<td>Same as Scheme 1</td>
</tr>
<tr>
<td>Scheme 3</td>
<td>YCbCr</td>
<td>The proposed improved CS recovery in Section 3</td>
</tr>
</tbody>
</table>

---

---

**Fig. 4. Flowchart of the proposed coding scheme for CS of color images.**

---

---
Table 5. Rate-distortion performance comparison (bpp vs. PSNR or FSIMc).

(bpp: bit per pixel (all color channels) including all bit overhead; BD-PSNR$^{2-1}$: Bjontegaard differences in PSNR [24] between Schemes 2 and 1 (anchor); the “+” sign means Scheme 2 is better)

<table>
<thead>
<tr>
<th>Subrate</th>
<th>Lena</th>
<th>Peppers</th>
<th>Mandrill</th>
<th>Jet</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.499</td>
<td>1.598</td>
<td>1.682</td>
<td>1.545</td>
</tr>
<tr>
<td>0.2</td>
<td>3.019</td>
<td>3.220</td>
<td>3.577</td>
<td>3.123</td>
</tr>
<tr>
<td>0.3</td>
<td>4.518</td>
<td>4.817</td>
<td>5.077</td>
<td>4.669</td>
</tr>
<tr>
<td>0.4</td>
<td>6.033</td>
<td>4.017</td>
<td>6.431</td>
<td>3.942</td>
</tr>
<tr>
<td>Avg.</td>
<td>3.767</td>
<td>4.017</td>
<td>4.232</td>
<td>3.942</td>
</tr>
</tbody>
</table>

Table 5 shows that the mean bpp of the Jet at all three test subrates was reduced from 3.942 to 2.387 when YCbCr is used instead of RGB space for MC (i.e., see Schemes 2 and 1). This means 39.190% of the bits were saved. In the case of Peppers, the bit saving was 26.779% (its bpp changes from 4.017 bits to 2.941 bits). Other images have 28.956% (Mandrill) and 34.111% (Lena) bits reduction.

Table 6. Bit overhead (%) by Huffman coding.

(a) Measurement coding in RGB space

<table>
<thead>
<tr>
<th>Subrate</th>
<th>Lena</th>
<th>Peppers</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.499</td>
<td>1.598</td>
</tr>
<tr>
<td>0.2</td>
<td>3.019</td>
<td>3.220</td>
</tr>
<tr>
<td>0.3</td>
<td>4.518</td>
<td>4.817</td>
</tr>
<tr>
<td>0.4</td>
<td>6.033</td>
<td>4.017</td>
</tr>
<tr>
<td>Avg.</td>
<td>3.767</td>
<td>4.017</td>
</tr>
</tbody>
</table>

Table 6 shows that the proposed Huffman coding has at most 3.837% of the rate overhead in the case of Lena with MC in YCbCr space at a subrate of 0.4.
comparing its entropy value.

(c) Reconstruction Performance in YCbCr space

Although many bits can be saved by coding in the YCbCr domain instead of RGB, the PSNR (averaged over all three channels) of the recovered images can decrease. Table 5 shows that on average, for the four test images of Lena, Peppers, Mandrill, and Jet (see the "avg." row of corresponding test images), the degradations (i.e., differences in PSNR between the performance of Scheme 2 and performance of Scheme 1) were 1.071 dB, 0.808 dB, 0.426 dB, and 0.160 dB, respectively.

(d) Rate-Distortion performance of MC in YCbCr space

Regarding both bit saving and PSNR degradation, the BD-PSNR [24] was calculated to evaluate the effectiveness of Scheme 2 over Scheme 1 (anchor) in the overall rate-distortion sense. As shown in Table 5, the BD-PSNR between Schemes 2 and 1 (i.e., BD-PSNR[24]) was up to +4.849 dB for the image of the Jet, while still being +1.032 dB for a much detailed image of Mandrill. This shows that Scheme 2 is significantly better than Scheme 1 in terms of the overall rate-distortion performance.

From a quality assessment viewpoint, it is well known that the PSNR is not the best measure that matches with HVS quite well (i.e., in terms of quality that humans actually perceive). Among the many quality-measuring alternatives to PSNR, the feature similarity for color images (FSIMc) [25] showed its superiority in matching with the perceptual sense of viewers. Note that the bit saving of MC in YCbCr space in Scheme 2 arises from the configuration of large quantization steps for the chroma channels of Cb and Cr, which might not play the most significant role in the perceived quality. Therefore, the quality assessment of FSIMc was also measured. Table 5 also shows that despite the large number of saved bits (e.g., 39.190% saved bits in the case of the Jet image), FSIMc does not change much between Schemes 1 and 2. For the Lena image, the FSIMc only decreases from 0.911 (Scheme 1) to 0.909 (Scheme 2). Similarly, Mandrill shows only 0.005 degradation in the FSIMc, whereas for Jet and Peppers, FSIMc even increases by 0.006 and 0.002 from Schemes 1 to 2, respectively.

(e) Performance of the improved recovery

Note that with an embedded Wiener filter, the recovery pursues smoothness, which is a very important property of the image signal (irrespective of RGB or YCbCr spaces). This prior information integrated with a CS recovery method helps improve the quality of the recovered images, particularly for smooth images of Peppers and Jet. In Table 5, the gain of Scheme 3 over Scheme 2 was on average, 3.251 dB for the Peppers image and 3.317 dB for the Jet image. On the other hand, a smaller (average) gain by the improved recovery of 1.728 dB was observed in the case of the detailed image like Mandrill. For Lena, the gain was 3.190 dB using a similar calculation.

At very low subrates, such as 0.1 or 0.2, the conventional recovery method [20] cannot perform well for the following reasons: little information in such few measurements; and those measurements even contain errors (quantization error). For example, at a subrate of 0.1, Nagesh and Li [20] could provide a recovered image quality of 15.8 dB for Lena, and 16.4 dB for Peppers. On the other hand, with the help of a low pass filter, recovery is associated with prior information of the smoothness of images, which is very helpful, where the recovery has less information on the images to be recovered at a low subrate. Therefore, the proposed recovery can provide much better quality, i.e., 23.2 dB and 23.0 dB for Lena and Peppers, which are 7.3 dB and 6.5 dB gains, respectively.

At a high subrate, recovery has much more information on the images to be recovered. Accordingly, prior information on the smoothness is not very important. The proposed recovery provides only 1.3dB and 1.6 dB gains for Lena and Peppers.

(f) Complexity analysis

Here, the time consumption was tested using a measurement encoder and the proposed recovery was assessed using a computer with a configuration of Intel Core i5-2500 3.30GHz, 4GB Ram, and Window 7 32-bit operating system.

Encoding complexity: the encoding time consumed by measurement encoding in RGB space was compared with that in YCbCr space. With a large quantization step for the chroma channels by coding in YCbCr space, the measurement coding consumes less time than that in RGB space, as shown in Table 7(a).

Recovery complexity: The time consumed by the conventional recovery [20] was compared with that of the proposed recovery. With support from prior information of smoothness, the proposed recovery has a greater chance to converge faster despite the additional process of a low pass filter. Accordingly, the time consumption of the proposed recovery is smaller than the recovery [20]. Table 7(b) presents an example of Lena.

5. Conclusion remarks

This paper proposed a measurement coding method equipped with Huffman coding for color images. This

<table>
<thead>
<tr>
<th>Color space</th>
<th>subrate</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YCbCr</td>
<td></td>
<td>6.2</td>
<td>14.1</td>
<td>22.1</td>
<td>25.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Recovery</th>
<th>subrate</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>[20]</td>
<td></td>
<td>164.2</td>
<td>227.7</td>
<td>241.9</td>
<td>252.6</td>
</tr>
<tr>
<td>Proposed recovery</td>
<td></td>
<td>154.3</td>
<td>185.9</td>
<td>234.5</td>
<td>227.0</td>
</tr>
</tbody>
</table>
method is novel in sensing in RGB space and encoding the measurements in YCbCr space. In this way, although the sensing part can be more widely usable because no changes are needed in the sensing part compared to conventional CS, a more efficient MC is possible because the compressed bit usage can be balanced better considering the visual importance between the luma and chroma channels. For a complete framework, the recovery for CS of the color images with a smoothness pursuit was also improved. The simulation results confirmed the effectiveness and efficiency of the proposed framework.
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