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Abstract
This paper provides a framework for semantic correspondence of heterogeneous databases using self-organizing map. It solves the problem of overlapping between different databases due to their different schemas. Clustering technique using self-organizing maps (SOM) is tested and evaluated to assess its performance when using different kinds of data. Preprocessing of database is performed prior to clustering using edit distance algorithm, principal component analysis (PCA), and normalization function to identify the features necessary for clustering.
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I. Introduction
Semantic integration is an active area of research for heterogeneous databases. Interoperability between different databases is necessary for sharing the resources which are different in format and platforms. Semantics focuses on the meaning of data. Semantic correspondence deals with the similarity of schema and instance in a database. In database application, different databases are designed with different formats, but contains the same meaning. Most of the time, the attributes of heterogeneous databases overlap because they are represented differently in terms of their names, data patterns, schema specification, document similarity and usage pattern.

Nowadays, the demand for integrating business systems varies from file sharing systems, information systems, database systems and enterprise systems. Data from one source is often needed by another system which generally requires the integration of data from one department to another department. For example, business merging often needs to integrate customer records of two businesses. In most cases, records are identical but the structure to which data are stored, presented and accessed are different. However, the semantics of a database schema can be used to identify the pattern of similarity between databases. We focus on the similarity of attributes in terms of their semantics which means two different databases may have the same records even though they have different structures.

Many researchers have tried to solved this problem like the pre-integration and comparison of schemas which is done to conform, merge, map and restructure schemas
Schema translation, inter-schema relationship, integrated schema generation and schema mapping generation were done to study the similarity between schema structure. Schema analysis, class integration, and schema restructuring were proposed to solve the problem in schema integration. Zhao uses SOM to detect schema correspondence of heterogeneous data sources. SOM was tested using e-catalog database, airline database and property management database. SOM was proven to be an effective tool for semantic correspondence, but it was tested with clean data. In our study, we used a more complex database, the customer database, to test the robustness of SOM in clustering a different kind of data.

In section II we discussed the overview of clustering. Section III describes our new set of data which is the customer database. In 3.1 to 3.2 we describe the nature of features and the techniques of extracting features from raw database schema to feature vectors which includes, edit distance, summary of statistics and PCA. Section 3.3 is focused on clustering using SOM, section IV discussed evaluation of results and section V deals with the conclusion of our study.

II. Overview of Clustering

Cluster analysis techniques group objects from some problem domain, into unknown groups called clusters, such that objects within the same clusters are similar to each other, while objects across clusters are dissimilar to each other. The objects to be clustered are represented as vectors of features, or variables. Principal component analysis or factor analysis can be performed prior to clustering to reduce the dimensionality of input vectors.

We use cluster analysis technique to determine the correspondence between schemas. The schema is composed of the attributes of the database which describes how data is defined in the database. The characteristics of the attributes (i.e., fields) were identified to determine the features needed for the clustering technique. There are two main features used in this study, naming similarity and data pattern. Naming similarity is one of the features used in clustering technique. Edit distance function is used to get the value for naming similarity. Two attributes are compared using edit distance to be able to produce a value range from 0..1.

Data pattern is another feature extracted from database. The summary of statistics of each attribute in the database are computed using the functions: average, count of missing values, count of distinct values, average of length of values, standard deviation of length of values, maximum, statistics on percentage of digits in the attribute values, statistics on the percentage of letters in the attribute values. The accumulated values from naming similarity and data patterns were combined and then preprocessed using PCA. The result of summary of statistics are normalized into range 0 to 1 before it is inputted to SOM.

Figure 3. Process and Techniques for Semantic Correspondence

III. Clustering Approach for Semantic Correspondence of Database Schema.

We proposed clustering of schema elements using SOM. We used two customer databases that we purposely created to test SOM. It has different number of tuples, and has different number of attributes found in each databases. The names given to each attributes are intended to be named differently. 
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to be able to test the performance of SOM in clustering opaque attributes with exactly the same instances. We extracted the customer list of Neurodimension Company and assigned fictitious attributes to create a customer database for Neurodimension. We also extracted the customer list of the MySQL Company and create a database the same way that we did as that with the Neurodimension database. Figure 1 and figure 2 shows some attributes and instance of our test database.

![Figure 1. Some parts of Neurodimension Database.](image1.png)

![Figure 2. Some parts of Mysql Company Database.](image2.png)

We intend to integrate the attributes of Neurodimension database and Mysql database using SOM. Figure 3 illustrates our approach in clustering database schema.

### 3.1 Feature Extraction of Database Schema for Cluster Analysis

The input to SOM are real numbers that range from 0..1. We intend to determine the similarity of two or more heterogeneous database by using clustering technique through SOM. We extract features needed for clustering by identifying the most significant characteristics of database that describes their relationships. These are the semantic features about schema elements namely, naming similarity, document similarity, schema specification[10] [11] [12], data pattern, usage pattern, business rules and integrity constraints, user’s mind and business process[7]. We used naming similarity and data pattern to extract the features of customer database. Figure 4 shows some values for naming similarity and figure 5 shows some of the features from data pattern.

#### 3.1.1 Naming Similarity

These are names that describes the structure of databases. Database tables and attributes should be named in accordance to the meaning that it reflect. Many problems in naming schema elements caused difficulties in identifying the similarity of databases. Their semantics cannot be defined because of some technical issues:

1. Some attributes have opaque names that their meanings do not describe the data or record that it represent.
2. Schema element names usually cannot completely capture the semantics of elements.
3. In some regions where pictographic languages are officially used, pronunciation notation are used to name database objects, thus the pronunciation may mean many totally different things[7].

We extracted 45 features using naming similarity, where each attribute from the two customer database are compared using 1-edit distance[8] algorithm to compute for the similarity of two attributes.

A commonly used bottom-up dynamic programming for computing edit distance involves the use of an \((n+1) \times (m+1)\) matrix[9]. Where \(n\) and \(m\) are the lengths of two strings. Figure 4 shows some of the values for naming similarity using 1-edit distance.
3.1.2 Data Patterns

The pattern of records in a database are the statistics of actual data samples that can be used for cluster analysis. Pattern of value include: the length of a value, the percentage of digits within a string, and the percentage of special characters within a string. Pattern of an attribute includes statistics (central tendency and variability) of the pattern of its values, the ratio of the number of distinct values to the number of records, and the percentage of missing and non-missing values. The problem with data pattern is that they are often correlated with structures than with semantics.

We extracted 14 data patterns by computing the summary of statistics of the instances or records of customer database. We compute for the count of missing values, count of distinct values, average length, standard deviation of length, min and max of length, average number of digits and average number of characters, min and max of percentage of digits in the records of each attribute, average of percentage of digits in the record of each attribute, standard deviation of the percentage of digits in the record of each attribute, min and max of percentage of character in the records of each attribute, average of percentage of character in the record of each attribute, standard deviation of the percentage of character in the record of each attribute.

After computing the summary of statistics, the values are normalized using the normalization function,

\[ f(x) = \frac{(x - \text{min})}{(\text{max} - \text{min})} \]

where, \( x \) is the value to be normalized, and \( \text{min} \) and \( \text{max} \) are minimum and maximum of each feature. Figure 5 shows some of the results extracted for data pattern.

3.2 Principal Component Analysis for Dimensionality Reduction of Features

After extracting the features of our dataset, we perform PCA to reduce the dimension of data that will be used as input to our clustering algorithm, the SOM. PCA is the way of identifying patterns in data, and expressing the data in such a way as to highlight their similarities and differences. Since patterns in high dimensional data can be hard to find, PCA is a powerful tool for analysis. PCA compression is possible without much loss of information[13].

The algorithm of PCA is summarized in the following steps: (1) subtract the mean, (2) calculate the covariance matrix: The definition for the covariance matrix for a set of data with \( n \) dimensions is:

\[ C_{\text{cov}} = \langle (C_{i,j} = \langle (C_{i,j} = \text{cov}(\text{Dim}_i, \text{Dim}_j)) \rangle \]

Figure 4. Naming similarity features using 1-edit distance.

Figure 5. Data pattern using summary of statistics.
where $C_{axb}$ is a matrix with $n$ rows and $n$ columns, and $Dim_x$ is the $x$th dimension. If you have an $d$-dimensional data set, then the matrix has rows and columns (so is square) and each entry in the matrix is the result of calculating the covariance between two separate dimensions.

(3) calculate eigenvectors and eigenvalues of co-variance matrix, (4) choosing component and forming a feature vector, (5) deriving the new dataset, and (6) getting the old data back[14].

We used SPSS Clementine’s PCA modeling to reduce the dimension of our feature arriving at 14 factors from the 59 features extracted using naming similarity and data pattern. The PCA model that uses correlation matrix between input fields are identified, and the maximum iterations for convergence is set to 25. The extraction factors was set to eigenvalues over 1.0. After PCA, our dataset was reduced from 45 row by 59 columns to 45 rows by 14 columns. The reduced feature is our input to SOM.

3.3 Clustering Using Self-Organizing Maps.

Self-organizing maps are unsupervised learning methods that generally fall under neural network technique that employ competitive learning algorithm (CLA). Given a set of cluster representatives pairs, $w_j$, $j=1...m$ (m is the number of clusters), the idea behind CLA is to move each of these representatives to the regions of the vector space that are dense in vectors of $x$.

The term “competitive” arises form the fact that when an input pattern $x$ is presented, each $w_j$ equation always compete with each other. The winner, is the $w_j$ that lies closer to $x$, which is then updated so as to move toward $x$, while losers either remain stationary or are used $x$ slowly. For a detailed exposition of the Generalized CL Section (GCLS) see [6].

An important component of GCLS is the update of the cluster representatives, following distance evaluation between input pattern and representative $w_j$, in SOM, this is expanded as: 

\[
W_k(t) = \begin{cases} 
\frac{w_k(t-1)+\eta(t)(x-w_k(t-1))}{w_k(t-1)}, & \text{if } w_k(t) \in Q_j(t) \\
\text{otherwise}
\end{cases}
\]

(2)

Note in the above equation that, not only the single $w_j$ close to ‘$x$‘ is updated but rather whole neighborhood $Q_j(t)$ but the 2nd term in the last line denotes that such an update is also dependent on the distance between $x$ and $w_k \in Q_j(t)$ aside from the learning rate $\eta(t)$.

We perform clustering using SOM in SPSS Clementine. We use 45 by 14 matrix of features accumulated after PCA. We use expert training methods to specify the topology of kohonen net and the learning rates used for training. The topology of a Kohonen network in Clementine is always a 2 dimensional rectangular grid. We set our map to a 6 by 6 grid, and the learning rate to exponential.

Kohonen net training is split into two phases. Phase 1 is a rough estimation phase, used to capture the gross patterns in the data. Phase 2 is a tuning phase, used to adjust the map to model the finer features of the data. For each phase, there are three parameters. We set the starting size (radius) of the neighborhood into 2, to determine the number of nearby units that gets updated along with the winning unit during training. During phase 1, the neighborhood size starts at phase 1 neighborhood and decreases to Phase 2 Neighborhood +1. During Phase 2, neighborhood size starts at phase 2 neighborhood and decreases to 1.0. Phase 1 Neighborhood should be larger than phase 2 neighborhood[15].

We perform clustering using SPSS for customer database and used the combination of parameters that includes: (1)Phase 1: neighborhood =15, initial eta=0.3, cycles=50; (2) Phase 2: neighborhood=1, eta=0.1, cycles=150.

During phase1, eta starts at phase 1 initial eta and decreases to phase 2 initial eta. During phase 2, eta starts at phase 2 initial eta and decreases to 0. Phase 1 initial eta should be larger that phase 2 initial eta.
During training, each grid square competes with all the others to ‘win’ each record. “Strong” nodes will win more records and “weak” nodes may win no records at all. As the grid squares competes, the training regime ‘settles’ the network onto a stable classification, capturing as much of the information in the training records as possible.

We use another database, the E-catalog database to test our approach. We use the dataset that was used in [7]. We preprocess the e-catalog database, normalize the features in range 0,1 and then perform PCA. We have 30 rows by 44 columns of features, and reduce it to 30 by 10 columns after PCA. We perform clustering using SPSS and used the combination of parameters that includes: (1) Phase 1: neighborhood =2, initial eta=0.3, cycles=20; (2) Phase 2: neighborhood=1, eta=0.1, cycles=150.

IV. Discussion and Evaluation of Results

We have 20 correct clusters out of 28 clusters of attributes for customer database after performing SOM. Clusters with cluster id numbers 18,24,28,32,44,48,52,56,59 are considered incorrect clusters because they are grouped with wrong cluster member. For the e-catalog database, we have 9 correct clusters out of 11. Table 1 summarizes the result of clustering for e-catalog database. There are 9 correct clusters and 2 incorrect clusters. Clusters with cluster id 2 and 13 are considered incorrect clusters. A.MONTH should be pair with B.MONTH and A.SERIES should have no pair. Table 2 shows the results of clustering for customer database.

We use two types of databases to test the accuracy of our approach. We perform the same procedure to both customer database and e-catalog database but the clustering of attributes in the e-catalog database resulted into more accurate clusters.

We compared the complexity of each databases and we identify some factors that influenced the results of our experiments. Our observation is summarized in table 3.

Table 1. Result of Clustering for E-catalog

<table>
<thead>
<tr>
<th>CLUSTER ID</th>
<th>CLUSTER MEMBER</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>A.TITLE, B.TITLE</td>
</tr>
<tr>
<td>1</td>
<td>A.DATE</td>
</tr>
<tr>
<td>2</td>
<td>A.MONTH, A.PAGES, B.PAGES</td>
</tr>
<tr>
<td>4</td>
<td>A.AUTHORS, B. AUTHORS</td>
</tr>
<tr>
<td>16</td>
<td>A.OURPRICE, B.OURPRICE,</td>
</tr>
<tr>
<td>17</td>
<td>A.TYPE</td>
</tr>
<tr>
<td>18</td>
<td>A.COVER, B.COVERFORMAT A.SERIES</td>
</tr>
<tr>
<td>20</td>
<td>A.PUBLISHER, B.PUBLISHER, A.YEAR,</td>
</tr>
<tr>
<td>32</td>
<td>A.EDITION, B.EDITION,</td>
</tr>
<tr>
<td>34</td>
<td>A.AVG.RATING, B.RATING</td>
</tr>
</tbody>
</table>

We observed that the complexity of database affects the accuracy of clustering. The accuracy of clustering using e-catalog is higher at 82% than customer database at 69%. In the customer database, 22% of attributes are named exactly, compared to the e-catalog database with 40% exact names. The rate of attributes which are named differently is larger in the customer database at 9% compared to e-catalog database at 0%. Customer database has 4% opaque names while the e-catalog database has none. Our observation shows that naming similarity significantly affects the clustering performance of our SOM.

V. Conclusion

We performed semantic integration using SOM and we got 69-82% correctness and 18-31% incorrect clusters for e-catalog and customer database, respectively. The performance of self-organizing maps as an effective tool for cluster analysis varies from one application to another with respect to the complexity of input features, parameters, kind of input features for clustering, and the level of clustering that we want to produce. SOM has the ability to determine the similarity of inputs based on the amount of features that was inputted to the network. The learning rate of SOM, neighborhood, cycle and training time may be able to detect similarity, but it
does not guarantee the accuracy of clusters. We should also consider the complexity of our input features, the expected clusters that we want to meet, and the process of extracting the features for clustering.

Table 2. Result of Clustering for Customer Database

<table>
<thead>
<tr>
<th>CLUSTER ID</th>
<th>CLUSTER MEMBER (Attributes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>B.AUTHORIZATION_CODE</td>
</tr>
<tr>
<td>2</td>
<td>A.ADDRESSLINE1, A.ADDRESSLINE2</td>
</tr>
<tr>
<td>3</td>
<td>A CUSTO MO, A.CUSTO MO2</td>
</tr>
<tr>
<td>4</td>
<td>A.CUSTOMERNUMBER, B.CUSTOMER_ID</td>
</tr>
<tr>
<td>5</td>
<td>B.METHOD</td>
</tr>
<tr>
<td>6</td>
<td>B.STATE, PROVINCE</td>
</tr>
<tr>
<td>7</td>
<td>A.MOBILEPHONE</td>
</tr>
<tr>
<td>8</td>
<td>B.DEPARTMENT</td>
</tr>
<tr>
<td>9</td>
<td>B.EXTENSION, B.AMOUNT</td>
</tr>
<tr>
<td>10</td>
<td>A.POSTAL_CODE, B.POSTAL_CODE</td>
</tr>
<tr>
<td>11</td>
<td>A.HOME_PHONE</td>
</tr>
<tr>
<td>12</td>
<td>A.NOTES, B.NOTES</td>
</tr>
<tr>
<td>13</td>
<td>A.WORK_PHONE, A.FAXPHONE</td>
</tr>
<tr>
<td>14</td>
<td>A.COMPANY, A.CATEGORY</td>
</tr>
<tr>
<td>15</td>
<td>A.CITY, B.CITY</td>
</tr>
<tr>
<td>16</td>
<td>B.COMPANY_NAME</td>
</tr>
<tr>
<td>17</td>
<td>A.TITLE</td>
</tr>
<tr>
<td>18</td>
<td>B.BILLING_ADDRESS</td>
</tr>
<tr>
<td>19</td>
<td>B.PAYMENT_TERMS</td>
</tr>
<tr>
<td>20</td>
<td>A.SALUTATION</td>
</tr>
<tr>
<td>21</td>
<td>A.STATE</td>
</tr>
<tr>
<td>22</td>
<td>B.DATE</td>
</tr>
<tr>
<td>23</td>
<td>B.CHECK_NO</td>
</tr>
<tr>
<td>24</td>
<td>B.EMAIL_ADDRESS</td>
</tr>
<tr>
<td>25</td>
<td>B.CREDIT_NUMBER</td>
</tr>
<tr>
<td>26</td>
<td>A.EMAIL_DEFAULT, A.EMAILALTERNATE</td>
</tr>
<tr>
<td>27</td>
<td>A.LASTNAME, B.LASTNAME</td>
</tr>
<tr>
<td>28</td>
<td>A.FIRSTNAME, B.FIRSTNAME</td>
</tr>
<tr>
<td>29</td>
<td>B.PHONE NUMBER, B.FAXPHONE, B.CARDNUMBER</td>
</tr>
</tbody>
</table>

The larger number of naming similarity features compared to the number of data pattern features affects the clustering performance of SOM. In principle, our clustering should represent the similarity of records in database rather than show the similarity of attribute names. In this sense, the number of correct clusters varies significantly with the complexity of database.
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