Rotor Position and Speed Estimation of Interior Permanent Magnet Synchronous Motor using Unscented Kalman Filter
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Abstract - This paper proposes the rotor position and rotor speed estimation for an interior permanent magnet synchronous machines (IPMSM) using Unscented Kalman Filter (UKF) in alpha-beta coordinate system. Conventional algorithms using UKF are based on the simple observer model of IPMSM in d-q coordinate system. Rotor acceleration is neglected within the sampling step. An expansion of the observer model in an alpha-beta coordinate system with the consideration of the rotor speed variation provides the improved rotor position and speed estimation. The results show good stability concerning the expansion of observer model for the IPMSM.
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1. Introduction

An exact rotor position is required to control the PMSMs, which can be obtained by installing an encoder on the rotor shaft. However, the cost will be increased. Therefore, an encoderless control with position observer is designed to provide the information about exact rotor position, which plays an important role in industry applications [3]. It has three important benefits:

1. The system costs can be significantly reduced, since the hardware components can be saved.
2. Low installation space requirement
3. Less electromagnetic compatibility problems.

In literatures, an Extended Kalman Filter concept (EKF) [1,6] provides the speed estimation without the common approach of signal injection. However, its computational complexity for the calculation of the Jakobian matrix and the instability due to the linearization are the disadvantages of the EKF.

The UKF is suitable for the state estimation of a non-linear system [10, 14]. The linearization for a non-linear system is not required in comparison to the Extended Kalman Filter (EKF). In literature [2], the observer model of IPMSMs by using UKF is reduced, e.g.: the dynamic changes of the rotor speed at load operation or the disturbance in mechanical system during the speed response. This paper introduces a new extension of rotor position and rotor speed estimation for IPMSM, which is based on the UKF and combines a disturbance observer.

The paper is organized as follows: section III gives a description of the encoderless speed control structure. In section IV the information about the expansion of the observer model can be found. Section V: the experiment results are presented. In section VI, the Conclusion is given.

2. Encoderless Speed Control

A block diagram representation for a field oriented control of IPMSM, which uses a voltage regulated space vector PWM voltage source inverter is shown in Fig. 1.

Fig. 1. Encoderless speed control scheme

It consists of a current control loop and a speed control loop, which are linked with each other. The output iq* of the speed controller is used as the reference variable for the iq current controller. Due to the linear independence of the stator currents in dq coordinates, the two current components id and iq can be controlled separately. More detailed information will be given in the following chapters.
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The estimated rotor position $\theta_{el}$ is used for the Park’s transformation. Thus, the currents $i_\alpha$ and $i_\beta$ can be transformed into $i_d$ and $i_q$, and the estimated speed $\omega_{mech}$ is fed back to the speed control [8].

3. Expansion of the Observer Model for IPMS

The observer model of the IPMSM, which is based on the mathematical model in alpha-beta coordinate system (1), (2) [1], is extended in this paper. Thereby, the change in the rotor speed of the machine in load operation is accurately considered (3) [5], [11]. A disturbance variable $S_{dis}$, which is regarded as constant during the sampling time step, specifies the parameter impreciseness of the machine model and the disturbance of the mechanical system in load operation (3) and (5).

The observer equation $f(x(t),u(t))$ for the continuous system can be represented by

$$\frac{di_\alpha}{dt} = a_1 i_\alpha + a_2 i_\beta + a_3 \omega_{el} + b_1 u_\alpha + b_2 u_\beta,$$

$$\frac{di_\beta}{dt} = a_3 i_\alpha + a_4 i_\beta + a_5 \omega_{el} + b_3 u_\alpha + b_4 u_\beta,$$

$$\frac{d\omega_{el}}{dt} = \frac{3p^2}{2J} (\cos \theta_\beta \cdot i_\beta - \sin \theta_\beta \cdot i_\alpha) [\psi_{PM} + (L_d - L_q) \cos \theta_\beta \cdot i_\alpha + \sin \theta_\beta \cdot i_\beta].$$

$$- \frac{P}{J} (B \omega_{el} + T_{load} - S_{dis})$$

$$\frac{d\theta_{el}}{dt} = \omega_{el},$$

$$\frac{dS_{dis}}{dt} = 0,$$

and the output equation is given by

$$y(t) = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} i_\alpha \\ i_\beta \\ \omega_{el} \\ \theta_{el} \\ S_{dis} \end{bmatrix}^T.$$  

where

$$a_1 = (-RL_\beta + \omega_{el} L_\alpha I_{al2}) / L_2,$$

$$a_2 = (RL_{al2} - \omega_{el} L_{al1} I_{al2} + 2\omega_{el} L_\beta I_{al2}) / L_2,$$

$$a_3 = (L_\beta \psi_{PM} \sin \theta_{el} + L_{al2} \psi_{PM} \cos \theta_{el}) / L_2,$$

$$a_4 = (RL_{al1} + \omega_{el} L_{al2} I_{al1} - 2\omega_{el} L_\beta I_{al1}) / L_2,$$

$$a_5 = (-RL_{al1} - \omega_{el} L_{al2} I_{al1} - 2\omega_{el} L_\beta I_{al1}) / L_2,$$

$$a_6 = (-L_{al2} \psi_{PM} \sin \theta_{el} - L_\alpha \psi_{PM} \cos \theta_{el}) / L_2.$$

And the accessible stator currents $[i_a, i_\beta]^T$ and the controlled voltages $[u_a, u_\beta]^T$ represent the input signals of the observer. The estimated state vector $\hat{x} = [i_a, \theta_{el}, S_{dis}]^T$ is calculated by using UKF [2]. For the estimation, the system equation should be transformed from the continuous-time system to the discrete-time system. More details can be found in (A1).

$$b_1 = L_\beta / L_2,$$

$$b_2 = - L_{al2} / L_2,$$

$$b_3 = - RL_{al2} / L_2,$$

$$b_4 = L_{al2} / L_2,$$

$$L_a = L_0 + L_t \cos 2\theta_{el},$$

$$L_\beta = L_0 - L_t \cos 2\theta_{el},$$

$$L_{al2} = L_1 \sin 2\theta_{el},$$

$$L_q = (L_q + L_{al2}) / 2,$$

$$L_i = (L_i - L_{al2}) / 2,$$

$$L_2 = L_{al2} L_\beta - L_{al1}^2.$$

4. Unscented Kalman Filter

The Unscented Kalman Filter is an extension of the classical Kalman Filter and is based on the Unscented Transformation algorithm [15]. It is a deterministic approach, which makes use of the sigma points to calculate the mean and the approximate covariance matrix for the estimation of the non-linear system.

The linearization for non-linear system is not required in comparison to the Extended Kalman Filter (EKF). Sigma points are generated instead of calculating the Jacobian matrix of the non-linear observer model function [13]. The form of the UKF algorithm [7] consists of initialization, time update and measure update as shown in Fig.2:
The initial value of the estimated state vector \( \hat{x}_0 \) and the covariance matrix of the mean \( P_0 \) are defined as:

\[
\hat{x}_0 = E[\hat{x}_0] = \begin{bmatrix} 0 & 0 & 0 & 0 \end{bmatrix}^T,
\]

\[
P_0 = E\left( (\hat{x}_0 - \hat{x}_0)(\hat{x}_0 - \hat{x}_0)^T \right).
\]

(9)  \hspace{1cm} (10)

Afterward, \( 2L+1 \) sigma points, which represent the covariance and the true mean of the estimated vector \( \hat{x} \), are created by (13).

\[
\begin{align*}
\text{for } i = 0, & \quad \chi_{k-1}^0 = \hat{x}_{k-1}, & \text{with } k \in \{1, \ldots, \infty\}, \\
\text{for } i = 1 \ldots L, & \quad \chi_{k-1}^i = \hat{x}_{k-1} + \gamma \sqrt{P_{k-1}}, \\
\text{for } i = L \ldots 2L, & \quad \chi_{k-1}^i = \hat{x}_{k-1} - \gamma \sqrt{P_{k-1}},
\end{align*}
\]

(11)

where \( L = 5 \) is the system dimension and

\[
\gamma = \sqrt{(L+\kappa)}, \quad \lambda = \alpha^2 (L+\kappa) - L.
\]

The computation of the function \( \sqrt{P_{k-1}} \) can be realized by the Cholesky decomposition. The matrix \( P_{k-1} \) must be positive-definite [9].

The created sigma points \( \chi_{k-1}^i \) are inserted into the non-linear system equation (14) (A1). Thereby, the updated sigma points \( \chi_{i,k-1}^* \) for the next step can be calculated:

\[
\chi_{i,k-1}^* = f(\chi_{k-1}^i, u_{k-1}).
\]

(13)

The sigma points \( \chi_{i,k-1}^* \) are weighted by \( W_i^{(m)} \) to determine the predicted estimated state vector \( \hat{x}_k^* \) (14). The predicted estimated covariance matrix \( P_k^- \) can be calculated by

\[
\hat{x}_k^- = \sum_{i=0}^{2L} W_i^{(m)} \chi_{i,k-1}^*,
\]

\[
P_k^- = \sum_{i=0}^{2L} W_i^{(m)} \left[ \chi_{i,k-1}^* - \hat{x}_k^- \right] \left[ \chi_{i,k-1}^* - \hat{x}_k^- \right]^T + Q.
\]

(14)  \hspace{1cm} (15)

with the covariance matrix \( Q \) the system noise (A2) and

\[
W_0^{(m)} = \lambda / (L + \lambda),
\]

\[
W_0^{(c)} = \lambda / (L + \lambda) + (1 - \alpha^2 + \beta),
\]

\[
W_i^{(m)} = W_i^{(c)} = 1/(2(L+\lambda)) \quad \text{for } i = 0, \ldots, 2L.
\]

The values of the noise distribution parameters \( \alpha, \kappa, \beta \) are respectively 0.001, 2 and 0 [8]. A novel sigma points \( x_{i,k-1}^- \) are generated by predicted estimated state vector \( \hat{x}_k^- \) and estimated covariance matrix \( P_k^- \):

\[
\begin{align*}
\text{for } i = 0, & \quad x_{i,k-1}^- = \hat{x}_k^- \text{, with } k \in \{1, \ldots, \infty\}, \\
\text{for } i = 1 \ldots L, & \quad x_{i,k-1}^- = \hat{x}_k^- + \gamma \sqrt{P_k^-}, \\
\text{for } i = L \ldots 2L, & \quad x_{i,k-1}^- = \hat{x}_k^- - \gamma \sqrt{P_k^-}.
\end{align*}
\]

(17)

Such as (13, 14), the sigma points \( x_{i,k-1}^- \) are projected through the output equation (A1) and hence, the predicted output \( \hat{y}_k^- \) can be appointed by (19):

\[
Y_{i,k-1} = h(x_{i,k-1}^-, u_{k-1}),
\]

(18)

\[
\hat{y}_k^- = \sum_{i=0}^{2L} W_i^{(m)} Y_{i,k-1}.
\]

(19)

The output covariance matrix \( P_{y_k} \) and the covariance matrix \( P_{x_k} \) can be described as:

\[
P_{y_k} = \sum_{i=0}^{2L} W_i^{(c)} \left[ Y_{i,k-1} - \hat{y}_k^- \right] \left[ Y_{i,k-1} - \hat{y}_k^- \right]^T + R,
\]

(20)

\[
P_{x_k} = \sum_{i=0}^{2L} W_i^{(c)} \left[ x_{i,k-1}^- - \hat{x}_k^- \right] \left[ x_{i,k-1}^- - \hat{x}_k^- \right]^T + R,
\]

(21)

where \( R \) is the covariance matrix of the measurement noise. The value of \( R \) can be found in (A2). Based on the Kalman Filter algorithm, the Kalman Gain \( K_k \) can be derived from:
Correction of the estimated state vector \( \hat{x}_k \) and the estimated covariance matrix \( P_k \) is done by:

\[
K_k = P_{x_k|y_k} P_{y_k|y_k}^{-1} \tag{22}
\]

\[
\hat{x}_k = \hat{x}_k + K_k (y_k - \hat{y}_k) \tag{23}
\]

\[
P_k = P_k - K_k P_{y_k|y_k} K_k^T \tag{24}
\]

with the measured signal \( y_k = [i_{d,k}, i_{q,k}]^T \). The corrected \( \hat{x}_k \) and \( P_k \) will be used as start values for the next sample step. The algorithm of the time update and the measure update is recurrent \[11\].

5. Experiment Results

Fig. 3. Experimental test platform: mechanical setup

Fig. 4. Estimated and measured current at the speed of 100 rad/s

Fig. 5. Estimated and measured rotor position at the speed of 100 rad/s

Fig. 6. Estimated and measured rotor velocity at the speed of 100 rad/s

Fig. 7. Estimated disturbance value at the speed of 100 rad/s.
In Fig. 3, the experimental system setup and testing setup with hardware components are illustrated. The above depicted UKF algorithm is implemented and explicated on a dSPACE platform for the interior permanent magnet synchronous machine (a). Thereby, a three-phase synchronous machine (d) is utilised as a load machine, which is controlled by an inverter in order to provide the desired torque [3]. An incremental rotary encoder (c) is used to compare the measure the rotor position and the rotor speed with the estimated values. A torque transducer (c) is used in order to get information of the torque.

A dSPACE Rapid Control Prototyping is used to control the drive system. The parameters of the IPMSM and the load machine used in the simulation and experiment are tabulated in Tab. I and II. In contrast to the surface mounted permanent magnet synchronous motor (SPMSM), the stator inductance along quadrature axis and direct axis (Lq and Ld) of IPMSM are not identical.

The estimation result of the current of one phase at the speed of 100 rad/s is shown in Fig. 4a, where the measured current is illustrated. The chronological sequence of the measured current is similar to the estimated current. Thereby, it has a tiny time delay around merely one sampling time (Fig. 4b) to the measured current.

Fig. 6a shows the estimation results of the rotor speed. The measured speed is set to 100 rad/s. In the transient state, the estimated rotor speed is delayed in comparing to the measured rotor speed. The estimated rotor speed maintains nearly identical to the measured rotor speed in the steady state (Fig. 6b).

The estimated disturbance value is represented in Fig. 7. In the beginning, it shows a major modification. However, the estimated disturbance value approaches a constant value, when the UKF is stable.

More experiment results of different speeds are shown in Fig. 8 and Fig. 9. It can be concluded in Fig. 8b and Fig. 9b that the course of the estimated rotor speed is less noisy and smoother than the measured one. Thus, the UKF proves its filter character.

5. Conclusion

In this paper an approach for rotor position and speed estimation of interior permanent magnet synchronous motor using Unscented Kalman Filter encoderless speed control is presented.

An extension of the observer system is developed. Thereby, the uncertainty of the system parameter is estimated as a disturbance value, in order that the estimation can be improved. The rotor position and rotor speed are well estimated. The results show improved stability and performance of the observer method by using extended IPMSM model.
Appendix

Table 1. Specifications of IPMSM

<table>
<thead>
<tr>
<th>Parameters and constraints</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of pole pairs $p$</td>
<td>4</td>
</tr>
<tr>
<td>Maximum speed $n_{\text{max}}$</td>
<td>4000 [rpm]</td>
</tr>
<tr>
<td>Maximum permitted motor current $I_{\text{max}}$</td>
<td>6.9 [A]</td>
</tr>
<tr>
<td>Rated motor current $I_b$</td>
<td>2.3 [A]</td>
</tr>
<tr>
<td>Rated torque $T_b$</td>
<td>3 [Nm]</td>
</tr>
<tr>
<td>Mass moment of inertia $J$</td>
<td>0.424 $10^{-4}$ [kg m²]</td>
</tr>
<tr>
<td>Stator resistance $R$</td>
<td>3.0 [$\Omega$]</td>
</tr>
<tr>
<td>Stator inductance (quadrature axis) $L_q$</td>
<td>0.0317 [H]</td>
</tr>
<tr>
<td>Stator inductance (direct axis) $L_d$</td>
<td>0.0286 [H]</td>
</tr>
<tr>
<td>Excitation flux $\psi_f$</td>
<td>0.085 [Vs]</td>
</tr>
<tr>
<td>Coefficient of friction $B$</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2. Specifications of Load Machine

<table>
<thead>
<tr>
<th>Parameters and constraints</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated speed $n_\text{sys}$</td>
<td>4500 [rpm]</td>
</tr>
<tr>
<td>Maximum permitted motor current $I_{\text{max}}$</td>
<td>9.6 [A]</td>
</tr>
<tr>
<td>Rated motor current $I_b$</td>
<td>2.4 [A]</td>
</tr>
<tr>
<td>Rated torque $T_b$</td>
<td>2.0 [Nm]</td>
</tr>
<tr>
<td>Maximum voltage $U_{\text{max}}$</td>
<td>400 [V]</td>
</tr>
<tr>
<td>Rated motor frequency $f_N$</td>
<td>225 [Hz]</td>
</tr>
</tbody>
</table>

For the simulation and the experiment operations, the values of the covariance matrices $Q$ and $R$ were chosen:

$$Q = \begin{bmatrix} 5.9 \cdot 10^{-1} & 0 & 0 & 0 & 0 \\ 0 & 2.354 \cdot 10^{-2} & 0 & 0 & 0 \\ 0 & 0 & 1.3 & 0 & 0 \\ 0 & 0 & 0 & 7 \cdot 10^{-7} & 0 \\ 0 & 0 & 0 & 0 & 5.245 \cdot 10^{-4} \end{bmatrix} \quad (A2)$$

$$R = \begin{bmatrix} 1.0125 \cdot 10^{-3} & 0 \\ 0 & 1.1325 \cdot 10^{-3} \end{bmatrix} \quad (A2)$$
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