GENIIS, a New Hybrid Algorithm for Solving the Mixed Chinese Postman Problem

I. Introduction

Chinese Postman Problem (CPP) tries to find the shortest path in which a postman starts from a node, visits each of edge (arc) of the network (graph) at least once, and returns to the starting node in a given network (Guan, 1962). The purpose of CPP is to find a path in which postman visits all streets in a town at a minimum cost.

There are three basic kinds of Chinese Postman Problems, which consist of undirected Chinese Postman Problem (UCPP) for undirected graph (graph with edges), directed Chinese Postman Problem (DCPP) for directed graph (graph with arcs) and mixed Chinese Postman Problem (MCP) for mixed graph (graph with both arcs and edges).

UCPP can be solved in a polynomial time by a algorithm based on Minimum Weighted Perfect Matching Problem. DCPP could be solved in polynomial time and Minimum Cost Maximum Flow Problem. MCPP is a generalized concept of Chinese Postman Problem for mixed graph (Edmonds 1965; Edmonds et al. 1973; Guan, 1962; Schrijver, 2007). Although these two problems...
could be solved in polynomial time, MCPP on a mixed network could be considered NP-complete (Papadimitriou, 1976; Zaragoza, 2003).

There are various kinds of CPPs such as Windy Postman Problem (NP-complete), Rural Postman Problem (NP-complete), and et al. MCPP is a special case of other CPP NP-complete problems like Windy Postman Problem. Therefore, a solution utilizing a good method for MCPP can suggest a new approach for other versions of Chinese Postman Problem. In this paper, we propose an small effective searching space for a brute force algorithm and a genetic algorithm in order to solve MCPP in the space. To find near optimal solutions, we propose a hybrid algorithm, GENIIS(GENetic algorithm with approximate algorithmS). GENIIS is a kind of a hybrid algorithm composed of approximate algorithm and genetic algorithm.

In an effective searching space, GENIIS uses approximate algorithms to make some good individuals for the first population and runs genetic algorithm in a evolution process which consists of selection, crossover, and mutation until it finds best solutions. GENIIS utilizes the approximate algorithm suggested by Raghavachary & Veerasamy. For a genetic algorithm utilized in GENIIS, we devise an effective method for encoding gene and decoding gene.

To demonstrate the performance of our study, we simulate optimal solutions compared with other values produced by an approximate algorithms and a brute force algorithm. Chinese Postman Problem can be applied in many fields such as transportation, network routing, graph drawing, inspection of electronic power lines, routing of street sweepers, and circuit embedding (이승철, 2007). In terms of graph theory, the postman problem seeks a tour of graph with a minimum cost in a condition that a postman traverses all its arcs (one-way streets) and edges (two-way streets) in mixed graph at least once.

II. Problem Definition

Definition 1: Let $G = (V, E, A, w)$ be a connected, weighted graph. $V, E, A$ could be defined as a set of vertexes, edges and arcs, respectively. In $G$, $w$ is a weight function ($w : A \cup E \rightarrow R^+$). As figure 1 shows, the graph has 6 vertexes, 5 arcs, and 8 edges.

Let $A$ be absent, then $G$ is undirected graph. Let $E$ is absent, then $G$ is directed graph. Let both $A$ and $E$ be present, then $G$ is mixed graph. $G$ is called Eulerian if it has a tour that traverses all edges and arcs of $G$, at exactly one time.

![Figure 1. Mixed Graph with: 6 Vertexes, 5 Arcs and 8 Edges](image)
Definition 2: Postman tour in graph $G = (V, E, A, w)$ is a tour that travels all edges and arcs of graph at least once.

Definition 3: The Chinese Postman Problem of weighted graph $G = (V, E, A, w)$ is to find an optimal postman tour that traverses all edges and arcs of $G$ at least once.

Theorem 1: If $G$ is a connected, it is undirected graph, $G$ is Eulerian if and only if every vertex of $G$ has an even degree. Degree of one vertex is the number of edges connected to the vertex. However, a condition, that undirected and connected graph $G$ is Eulerian, is too difficult to be satisfied in a real world. UCPP can be converted to Minimum Weighted Perfect Matching Problem. To make $G$ become Eulerian graph or to make all vertexes become even vertex, we have to add more edges to $G$.

We define a new graph $G_M$ (graph for match) which $V_M$ has odd vertexes in $G$ and has weight of edge $\{u, v\}$ in $G_M$, which is the shortest distance between $u$ and $v$ in $G$.

$G_M, V_M, E_M, w_M$ are defined as followings:

- $G_M = (V_M, E_M, V_M)$
- $V_M = \{v : v \in V, \text{v has odd degree}\}$
- $E_M = \{(u, v) : u, v \in V_M\}$
- $w_M(\{u, v\}) = \text{the shortest distance between } u \text{ and } v \text{ on } G$

The shortest distance problem can be solved by Floyd-Warshall algorithm in polynomial time. We can find Minimum Weighted Perfect Matching Problem in graph $G_M$ by Edmonds' Blossom Algorithm.

We operate the following: If $\{u, v\}$ is matched in Minimum Weighted Perfect Matching Problem in graph $G_M$, edges in the shortest path from $u$ to $v$ in graph $G$ could be added, making graph for a minimum postman tour. After finishing the operation for all matched pair vertexes in Minimum Weighted Perfect Matching Problem of graph $G_M$, we can obtain a Eulerian graph, in which Euler tour is a minimum postman tour for graph $G$. Minimum Weighted Perfect Matching Problem can be solved in polynomial time. We, therefore, can set following theorems:

Theorem 2 (Edmonds): There exists a polynomial-time algorithm that computes a minimum cost postman tour of $G$ for a given connected, undirected graph $G$. Whereas, DCPP is to find a postman tour that traverses all its arcs with a minimum cost in directed graph $G$. When $G$ is Eulerian, a postman tour or Eulerian tour passes all arcs at exactly one time with a minimum postman tour.

Theorem 3: Let $G$ be a connected and directed graph. If and only if every vertex of $G$ has an equal indegree and outdegree, $G$ is Eulerian. However, a condition that every vertex of $G$ has an equal indegree and outdegree, is difficult to be satisfied in a real world. To solve DCPP, we have to add more arcs to $G$, resulting in making
Eulerian graph (every vertex of $G$ having equal indegree and outdegree), which has a minimum weight from arcs of $G$. The problem could be applied to transportation algorithm or minimum cost maximum flow algorithm. An algorithm based on Minimum Cost Maximum Flow algorithm consists the following two steps:

**Step 1:** Calculate the degrees of all vertexes as follows: $\text{degree}(v) = \text{indegree}(v) - \text{outdegree}(v)$. The result is shown in figure 2.

**Step 2:** Add a new source vertex, a new destination vertex and new arcs. To make flow graph, we have to assign capabilities and weights to the arcs of the extended graph and the directed graph as followings:
- Make new arcs from vertexes in $G$ with degree < 0 to destination. Assign 0 as weight ($weight = 0$) and assign the negative degree of that vertex to the capability for those arcs.
- Make new arcs from source to vertexes in $G$ with degree > 0. Assign 0 as weight ($weight = 0$) and assign the positive degree of that vertex to the capability for those arcs.
- For old arcs in $G$, the capability is infinite and the weight equals that of arc in $G$.

Finally, we obtain a flow graph for Minimum Cost Maximum Flow Algorithm. Figure 3 shows the allotted capabilities and degrees of the graph in figure 2.

We can define the processes mentioned above as followings:
- $G_F = (V_F, A_F, w_F, c_F)$
- $V_F = V \cup \{\text{source}, \text{destination}\}$
- $A_F = A \cup \{(\text{source}, v) : v \in V, \text{degree}(v) > 0\} \cup \{(v, \text{destination}) : v \in V, \text{degree}(v) < 0\}$
- $w_F(u, v) = w(u, v) \text{if } (u, v) \in A, 0 \text{ if } u = \text{source}, 0 \text{ if } v = \text{destination}$
- $c_F(u, v) = \infty \text{ if } (u, v) \in A, \text{ degree}(v) \text{ if } u = \text{source}, -\text{ degree}(u) \text{ if } v = \text{destination}$

Flows in each arc of graph $G$ present the number of the arc, which could be added to make the cost of postman tour minimum. The added arcs and graph $G$ make graph $G$ Eulerian graph.

![Figure 2. Directed Graph with Degrees of Vertexes](image1)

![Figure 3. Flow Graph with Capabilities from Source to Destination](image2)
Minimum Cost Maximum Flow Problem can be solved in polynomial time. DCPP based on Minimum Cost Maximum Flow Algorithm is very useful for reducing searching space for MCPP and for encoding and decoding in Section 3.

UCPP and DCPP can be solved in polynomial time but MCPP is a NP-complete problem. Papadimitriou showed that MCPP is equal to 3 SAT problem. Because 3 SAT problem is NP-complete, MCPP is also NP-complete (Zaragoza, 2003).

To find an exact optimal postman tour solution with minimum weight, we can use a brute force algorithm which tries to find all feasible postman tours and choose the best one. A number of postman tours in a graph is infinite. To find the best solution efficiently, we show an effective searching space of MCPP and utilize GENIIS for solutions in the space. To find an optimal solution for MCPP, a brute force algorithm also can be applied in the effective searching space. However a brute force algorithm could not be solved in polynomial time. Because MCPP is a NP-complete problem, many researchers propose approximate algorithms. The approximate algorithm is defined as followings:

Definition 4: For minimum problem \( P \), an assumption that \( f^* \) is an optimal solution of problem \( P \) and \( r > 1 \) is real number, can be given. An algorithm is called approximate algorithm with ratio \( r \) (or \( r \)-approximate algorithm) if and only if the solution \( f \) of algorithm satisfies the following constraint:

\[
1 \leq \frac{f}{f^*} \leq r.
\]

The first approximate algorithm with ratio 2 came from Edmond. Based on the algorithm of Edmonds’ algorithm, Fredrickson proposed \( 5/3 \) approximate algorithm. Figure 4 shows

Figure 4. Fredrickson’s 5/3 Approximate Algorithm

Figure 5. Raghavachary & Veerasamy’s 3/2 Approximate Algorithm
Fredrickson's algorithm (Fredrickson, 1979).

Raghavachary & Veerasamy improved Federickson's $5/3$ approximate algorithm to get $3/2$ approximate algorithm (figure 5) (B. Raghavacharwe and J. Veerasamy, 2001). $3/2$ is the best approximate ratio for MCPP until now. The approximate solutions from approximate algorithm of Raghavachary & Veerasamy are included in the first population of genetic algorithm in our genetic algorithm.

III. Literature Review

MCPP was proposed by Edmonds and et al. (Edmonds et al., 1973) and became a generalized concept of Chinese Postman Problem (Edmonds 1965; Guan, 1962; Schrijver, 2007). The polynomial algorithms for Chinese Postman Problem in undirected graph and directed graph have been issued by Edmonds & Johnson and Edmonds. However MCPP is a NP-complete problem which was already proved by Papadimitriou (Papadimitriou, 1976).

Nowadays, some researchers try to solve other Chinese Postman Problems such as Rural Postman Problem, Windy Postman Problem (Corberan et al., 1984; Corberan et al., 2000; Corberan et al., 2007), and k-Postman Problem. J. Zaragoza summarized all different Chinese Postman Problems (Zaragoza, 2003). G. Ghiani and G. Laporte propose a Branch and Cut Algorithm for the Undirected Rural Postman Problem (Ghiani et al., 2000; Laporte, 1997). E. Benavent and et al. introduce Lower Bounds and Heuristics for the Windy Rural Postman Problem (Benavent et al., 2007). M. Grotscel and et al. introduce Cutting Plane Algorithm for the Windy Postman Problem (Grotscel et al., 1992).

Some heuristic methods for searching space are also applied in Min Max k-Chinese Postman Problem such as Tabu Search Algorithm, and Heuristic and Lower Bound Algorithm (Ahr et al., 2002; Ahr et al., 2006; Joohyun, 2003). New Chinese Postman Problems are considered difficult to solve because those were based on half integer.

Jun, ByungHyun and et al. show a traditional genetic algorithm that does not utilize approximate algorithm to reach approximate solutions or approximate individuals before applying genetic algorithm (Jun et al., 1998).

In this paper, we show an effective searching space for MCPP with $2^{E}$ elements. To solve MCPP, we try to find solutions in an effective searching space. Our approach utilizes approximate solutions which come from other algorithms for the first population in genetic step. After having good individuals from approximate solutions, genetic algorithm will be used to find better solution. GENIIS is an approach using genetic algorithm with $3/2$ approximate algorithm of Raghavachary & Veerasamy.
IV. A Suggested Solution for Mixed Chinese Postman Problem

4.1. An Effective Searching Space for MCPP

The number of postman tours in MCPP is infinite. To find an optimal solution for MCPP efficiently, we show that we can find an optimal solution for MCPP in an effective searching space with $2^E$ elements. Before we show searching space, we establish some definitions.

Definition 5: Assume that $E = \{e_1 = \{u_1, v_1\}, \ldots, e_m = \{u_m, v_m\}\}$ is a set of edges of graph $G$. A set of arcs, $AE = a_1 a_2 \ldots a_m$ can be called as one way assigning direction for $E$ if $a_i = (u_i, v_i)$ or $a_i = (v_i, u_i) \forall i = 1..n$. $AE$ can also be expressed to the following form.

$s(AE) = s_1 s_2 \ldots s_m$ where if $a_i = (u_i, v_i)$ then $s_i = 1$ and if $a_i = (v_i, u_i)$ then $s_i = 0$.

Based on the definition, each edge in $E$ has two ways to assign direction. There are $2^m$ or $2^E$ ways to assign direction in $m$ edges. The set of all strings $m$ bits has $2^m$ elements. The space of set $S$ of $AE$ has $2^m$ elements. We prove that the space $S$ is an effective searching space for MCPP to find an optimal solution.

Assuming that $P$ is a postman tour of mixed graph $G$. It is easy to see that $P$ includes a way to assign direction for $E$. Each postman tour has its direction based on the direction of arcs or the order of vertexes tour. Figure 6 shows examples of postman tour with $AE$ and $s(AE)$.

In figure 6(a), the direction of a postman tour is $AE = \{a_1 = (1, 2), a_2 = (4, 1)\}$, which has a respective string $s(AE) = 10$ for $E = \{e_1 = (1, 2), e_2 = (1, 4)\}$. As $e_2$ is repeated twice with two different directions in figure 6(b), a postman tour in b includes two ways to assign direction for $E = e_1 = \{(1, 2), e_2 = (1, 3), e_3 = (1, 4)\}$.

The first way is $AE = \{a_1 = (1, 2), a_2 = (1, 3), a_3 = (4, 1)\} \text{ with } s(AE) = 110$ and the second way is $AE = \{a_1 = (1, 2), a_2 = (3, 1), a_3 = (4, 1)\}$ with $s(AE) = 100$. Denote $G^* = (V, A^*, w^*)$ as directed graph made from mixed graph $G = (V, E, A, w)$, which has all edges in $G$ becoming two arcs in $G^*$ with two different directions.

![Figure 6. Postman Tours to Assign Direction and Strings to Assign Direction](image)

We can define $A^*$, $w^*$ as followings;
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Figure 7. Graph $G^*$

- $A^* = A \cup \{(u, v), (v, u) \mid (u, v) \in E\}$
- $w^*(a) = w(a)$, with $a \in A$
- $w^*((u, v)) = w^*((v, u))$. (Every edge of $G$ assigns two different directions for $G^*$ with the same weight). The $G^*$ can be shown as figure 7.

A postman tour $P$ can be expressed by $P = A \cup AE \cup T$ with $A$ (set of arcs in $G$), $AE$ (one way to assign direction for $E$) and $T$ (set of arcs in $G^*$, every arc can be repeated many times). To make a postman tour with $A \cup AE$, $T$ has to be added. Because $P$ includes $A \cup AE$, $P$ traverses all arcs and edges of $G$ at least once. Obviously there are many $T$s to make $P = A \cup AE \cup T$ become a postman tour. If each $AE$ and each $T^*$ is a set of arcs in $G^*$. $P^* = A \cup AE \cup T^*$ is a postman tour and $T^*$ has minimum weight. $T^*$ exists for each $AE$. The weight of $T$ is more than or equals to that of $T^*$ in that $T^*$ has a minimum weight. We have $w(P) \geq w(P^*)$.

Before showing an effective searching space, we define notations as followings:
- $SP$ is a set of postman tours in $G$.
- $SP^*$ is a set of $P^*$. $SP^*$ includes $2^E$ elements because we have $2^E$ ways to assign direction for $E$.

Obviously, $\min SP \geq \min SP^*$. Because $SP^*$ is a subset of $SP$, we have equation $\min SP = \min SP^*$. Finding an optimal postman tour in $G$ is like finding an optimal postman tour in $SP^*$. Each element in $SP^*$ can be expressed by an $AE$. $SP$ has infinite elements and $SP^*$ has $2^E$ elements. We can call $SP^*$ as an effective searching space for MCPP.

$G' = (V, A \cup AE)$ is a directed graph and we have to find $T^*$ in arcs of $G^*$. This is similar to DCPP. $G^*$ is same to $G$ and $AE$ is absent in DCPP.

To find $T^*$ for each $AE$, we can apply the same Minimum Cost Maximum Flow to $G^*$ by the following steps.

**Step 1**: Assign direction for all edges as $AE$ and calculate degrees of vertexes in $G' = (V, A \cup AE)$. The degrees of each
vertex equal differences between indegree and outdegree of the vertex in \( G' = (V, \overline{A} \cup AE) \).

Figure 8 shows one way to assign direction for edges and degrees of vertexes after assigning direction for graph in figure 1.

**Step 2**: Add a new source vertex, a new destination vertex, and new arcs to \( G^* \) and assign capabilities and weights to the arcs.

- Make new arcs from vertexes which have degree \( < 0 \) in \( G' = (V, \overline{A} \cup AE) \) to destination. Assign 0 as weights \((weight = 0)\) and assign the negative degree (in \( G' = (V, \overline{A} \cup AE) \)) as capability to the vertex for those arcs.

- Make new arcs from source to vertexes which have degree \( > 0 \) in \( G' = (V, \overline{A} \cup AE) \). Assign 0 as weight \((weight = 0)\) and assign positive degree (in \( G' = (V, \overline{A} \cup AE) \)) as capability to the vertex of those arcs.

- For old arcs in \( G^* \), the capability is infinite and the weight equals that of arc in \( G^* \).

Finally, the flow graph for Minimum Cost Maximum Flow Algorithm is shown in figure 9. The values of flows in \( G^* \) represent \( T^* \) and \( P^* = \overline{A} \cup AE \cup T^* \) is the best postman tour with minimum cost corresponding to \( AE \). Based on the effective searching space \( SP^* \), we can find an optimal postman tour for MCPP. \( T^* \) can be found by Minimum Cost Maximum Flow Algorithm in a polynomial time.

![Flow Graph for One Way to Assign Direction](image)

**4.2. GENIIS Algorithm**

GENIIS is a hybrid algorithm, which combines approximate algorithms and genetic algorithm, is able to improve good solutions which came from other algorithms. Figure 10 shows GENIIS. Genetic algorithm is a kind of searching technique to find approximate solutions for optimization and searching problems. To find approximate solutions in first population of genetic algorithm, GENIIS includes two good individuals which are approximate solutions came from Mixed1, Mixed2 and approximate algorithm with ratio 3/2 of Raghavachary & Veerasamy. GENIIS can use other solutions from other approximate algorithms.

**4.3. Genetic Algorithm in GENIIS**

Individuals are encoded to describe a postman tour in MCPP. After initiating population at the
first generation, the genetic algorithm in GENIIS operates selection, crossover and mutation steps for the purpose of finding better solutions shown in figure 11.

To find a near optimal solutions, GENIIS operates followings; First, the approximate algorithm of Raghavachary & Veerasamy seeks to find two approximate solutions. In the initiation step of the genetic algorithm, we create $N$ individuals for the first population. The two approximate solutions are included as two individuals in the first population and other individuals except the two approximate solutions are generated, simultaneously. Second, the initiations of the first population evolution process are repeated $H$ times after operations of selection, crossover, and mutation. The best solutions of populations after evolution processes are recorded as the output of the genetic algorithm. To make the final solution better than the first population, two approximate solutions are included in the first population.

4.3.1. Encoding and Decoding in the Genetic Algorithm

Encoding influences the efficiency of the genetic algorithm. $SP^*$ has $2^E$ elements and each element $P^*$ has an $AE$, respectively. To encode gene, we express $P^*$ or $AE$ by $m$ bits $s(AE)$. To decode gene $s(AE)$, we find $T^*$ based on Minimum Cost Maximum Flow algorithm and $P^* = A \cup AE \cup T^*$.

Gene encoding: Assume that $E = \{e_1 = \{u_1, v_1\}, \ldots, e_m = \{u_m, v_m\}\}$ is a set of edges in mixed graph $G$. An $T^*$ or $P^*$ in $SP^*$, or $AE$ (as one way to assign direction for $E$) can be expressed as $s(AE)$, respectively.
Assume that there are 8 edges with 
\[ e_1 = \{1, 2\}, e_2 = \{1, 4\}, e_3 = \{1, 5\}, e_4 = \{1, 6\}, e_5 = \{2, 5\}, e_6 = \{3, 4\}, e_7 = \{4, 5\}, e_8 = \{5, 6\} \]
are shown in figure 13. If we assign direction for edges as figure 7, we can get the gene encoding as follows: 
\[ s(AE) = s_1s_2s_3s_4s_5s_6s_7s_8 = 11101011 \]

Gene Decoding: 
\[ s(AE) = s_1s_2...s_m \]
is a string to express \( AE \) (as one way to assign direction for \( E \)). To decode gene 
\[ s(AE) = s_1s_2...s_m, \]
we find \( T^* \) based on Minimum Cost Maximum Flow algorithm and 
\[ P^* = A \cup AE \cup T^*. \]

Assume that we have encoded gene 
\[ s(AE) = s_1s_2s_3s_4s_5s_6s_7s_8 = 00010111, \]
Direction of edges can be assigned in figure 13.

4.3.2 Fitness of Individuals

For the fitness of individuals, we assign weights to the individuals. The weight of individual, 
\[ w(s(AE)) = w(P^*) = w(A) + w(AE) + w(T^*) = w(G) + w(T^*) \]
is assigned to an individual corresponding to a gene 
\[ s(AE). \]
\[ w(P^*(AE)) \] is a minimum postman tour with corresponding to \( AE \). If an \( AE \) has minimum postman tour \( P^* \), the fitness of individual is the inversion of the weight of individual. We can operation as following:

\[ f_{fitness}(s(AE)) = \frac{1}{w(P^*)} \]

Adjusting individual function: When we can find an arc \((u, v)\) in \( AE \). \((v, u)\) appears more than one time in \( P^* \). We replace \((u, v)\) with \((v, u)\) in \( AE \) to make \( AE' \) (a better way to assign direction). Adjusting individual function which can be applied as a mutation technique makes new individuals to be better value.

4.3.3 Selection Operation

---

**Figure 12. Encoding Gene**

**Figure 13. Decoding Gene 00010111**
An assumption is that we have $N$ individuals in population with fitnesses $f_1, f_2, \ldots, f_N$. We applied four selection operations in the genetic algorithms. They are Roulette Selection, Competitive selection, Random selection and Selection with ratio $g$.

Roulette Selection: we set $r_0 = 0, r_i = r_{i-1} + f_i, i = 1, \ldots, N$ and generate a random real number $r$ in interval $[0, r_N]$. If $r \in [r_{i-1}, r_i]$, we select the $i^{th}$ individual for crossover step.

Competitive selection: we choose random $k$ individuals from old population and choose the individual with max fitness for the next step. The individual can be added to new population before mutation and crossover steps.

Random Selection: we choose individuals randomly from the population based on random function.

Selection with ratio $g$: the population after selection has only $g \times N$ individuals from the old population and remaining individuals are created randomly. The $g$ parameter is used to increase random property of the population for the purpose of overcoming local extremity.

4.3.4. Crossover Operation

To make two new children individuals as new population from two parents individuals in the old population, we can use two crossover methods. They are 1 cut point crossover and 2 cut point crossover.

1 cut point crossover: Choose random position in the gene strings of parents and exchange the parts of parents as shown in figure 14. Figure 14 shows an example, which has parents genes 10001000 and 00011111. We make a cut point in the fifth gene so that we can create two children which are 10010111 and 00011000, respectively.

![Figure 14. 1-Cut Point Crossover Operation](image)

2 cut point crossover: Choose random 2 positions in the gene strings of parents and exchange the parts of parents as shown in figure 15. Figure 15 shows an example, which has parents genes 10001000 and 00011111. We make two cut point in the third gene and the fifth gene so that we can create two children which are 10011000 and 00001111.

Each gene is a string $m$ bits that are easy to operate crossover function and mutation function.

4.3.5. Mutation Operation
We applied three kinds of mutation operations to the genetic algorithm. They are adjusted mutation, random mutation, and the combined mutation with adjusted mutation and random mutation.

![Mutated point](image)

Figure 16. Reassign Direction for One Edge or Mutating One Chromosome

- Adjusted mutation: we travel all edges and reassign direction of edge in order to get the smaller value of a postman tour.
- Random mutation: If the probability of chromosome is $0 < p_c < 1$, we can make a random probability real number $r$ in interval $[0, 1]$ with one edge or one chromosome of gene. If $r \leq p_c$, we can reassign inverse direction.
- Combined mutation with adjusted mutation and random mutation: we can combine the two previous mutations. We inverse a chromosome in a condition that $r \leq p_c$ makes a better postman tour. Each gene is a string $m$ bits that are easy to operate the operations of crossover, mutation function.

The following code shows the pseudo code of the genetic algorithm in GENIIS.

**Main program**

**Input**: Graph $G=(V,A,E,w)$

**Step 1**:
//Execute approximate algorithms
MIXED2_(G)
Modify_MIXED1(G) // Because Modify_MIXED1 needs result from Mixed2

**Step 2**: Genetic Algorithm
Initiation(); // choose some approximate solution from approximate algorithms, other individuals is generated randomly.

**Calculate_Weight_of_Individuals();** //calculate weights and record best temporary solution

Index_Number_of_Generation = 0;
For (Index_Number_of_Generation<H)
/
Selection(); // select individuals for crossover step
Crossover(); // crossover to get children
Mutation(); // execute mutation to get new individuals

**Calculate_Weight_of_Individuals();
Index_Number_of_Generation=Index_Number_of_Generation+1;
/
SelectBestSolution(); // choose best solution and describe best solution
End.

V. Simulation

To demonstrate the efficiencies of the proposed approach, we simulate the approach for MCPP and compare with the efficiencies of $3/2$-approximate algorithm suggested by Raghavachary &
Veerasamy. Table 1 shows the conditions of the simulation. To simulate test data, we make a simulation program using Visual C++ and run the simulation in desktop PC Pentium3 with 1.2 G/384 MB RAM. The simulation is conducted in a condition that the number of individuals in population is \( N = 2 \times E \) and the number of repeated iteration is 50 times.

Table 2 shows the results of the simulation. We use 3/2-approximate algorithm of Raghavachary & Veerasamy as the approximate algorithm. The brute force algorithm is a non-polynomial time algorithm that searches all solutions in the small searching space. It assigns direction for \( E \) and uses Minimum Cost Maximum Flow to find \( P \ast \) for each \( AE \). The brute force algorithm takes power time. In the effective searching space, the proposed approach uses approximate solutions from the approximate algorithms and we input approximate solutions as the first population in the genetic algorithm.

We compare the efficiencies among the three algorithm. First, table 2 shows that the performance of the proposed approach for MCPP is better than those of the approximate algorithm. The costs of the proposed approach are always lower than those of the approximate algorithm. The results show that the performance of proposed approach is more efficient than that of approximate algorithm. Second, the performance of the brute force algorithm is more efficient than that of the proposed approach. But the problem is that the brute force algorithm is a non-polynomial time algorithm that searches all solutions in a small searching space. In other words, we are not able to use the brute force algorithm in that it takes much time to compute optimal solutions.

We can try to find a better postman tour in polynomial time, which can be acceptable in every cases. But we cannot use the brute force algorithm in many cases, especially in the large graph G. As the proposed approach shows that the efficiencies of solutions are better than those of the approximate algorithm and they are near an optimal solutions.

The complexity of GENIIS algorithm is \( N \times H \times V \times (A + E)^2 \). Whereas, the complexity of the brute force algorithm Force Algorithm is \( 2^E \times V \times (A + E)^2 \) and that of the approximate algorithm is \( V \times (A + E)^2 \).

Figure 17 compares the best solutions among those of approximate algorithm, those of the brute force algorithm and those of the proposed approach in terms of costs of postman tour. As figure 17 and table 2 show, the proposed approach is able to find the approximate solutions which are near optimal solutions in a polynomial time. If we use the brute force algorithm, we spend power time to get an optimal solution. It is not assured to predict how much time is taken to get the results.

The results for mutation operations in the simulation are described in Figure 18. Random mutation operation makes better value than other two mutations in that two remaining mutation operations can guide the genetic algorithm to local extreme. Random mutation operation can increase
Table 1. Conditions of Simulation

<table>
<thead>
<tr>
<th>Test</th>
<th>V</th>
<th>E</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test1</td>
<td>8</td>
<td>19</td>
<td>34</td>
</tr>
<tr>
<td>Test2</td>
<td>8</td>
<td>16</td>
<td>32</td>
</tr>
<tr>
<td>Test3</td>
<td>10</td>
<td>23</td>
<td>50</td>
</tr>
<tr>
<td>Test4</td>
<td>11</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>Test5</td>
<td>14</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>Test6</td>
<td>18</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>Test7</td>
<td>20</td>
<td>28</td>
<td>7</td>
</tr>
<tr>
<td>Test8</td>
<td>23</td>
<td>32</td>
<td>7</td>
</tr>
<tr>
<td>Test9</td>
<td>26</td>
<td>13</td>
<td>26</td>
</tr>
<tr>
<td>Test10</td>
<td>30</td>
<td>15</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 2. Best Solutions for Algorithms

<table>
<thead>
<tr>
<th>Test</th>
<th>Approximate Algorithm</th>
<th>Brute Force Algorithm</th>
<th>The Suggested Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cost</td>
<td>Time (ms)</td>
<td>Cost</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test1</td>
<td>1,926</td>
<td>60</td>
<td>1,642</td>
</tr>
<tr>
<td>Test2</td>
<td>1,830</td>
<td>0</td>
<td>1,334</td>
</tr>
<tr>
<td>Test3</td>
<td>2,950</td>
<td>50</td>
<td>2,318</td>
</tr>
<tr>
<td>Test4</td>
<td>1,242</td>
<td>32</td>
<td>952</td>
</tr>
<tr>
<td>Test5</td>
<td>528</td>
<td>0</td>
<td>430</td>
</tr>
<tr>
<td>Test6</td>
<td>1,751</td>
<td>54</td>
<td>1,297</td>
</tr>
<tr>
<td>Test7</td>
<td>608</td>
<td>140</td>
<td></td>
</tr>
<tr>
<td>Test8</td>
<td>3,056</td>
<td>235</td>
<td></td>
</tr>
<tr>
<td>Test9</td>
<td>287</td>
<td>313</td>
<td>204</td>
</tr>
<tr>
<td>Test10</td>
<td>364</td>
<td>547</td>
<td>276</td>
</tr>
</tbody>
</table>

Various properties of population after mutation. Random mutation is easy to overcome local extremity.

In the experiment of the genetic algorithm, which does not utilize the approximate solutions from the approximate algorithm, we can not get better solutions than the approximate solutions in many cases. In the approximate algorithms, the solutions of postman tours in many cases could be saved 70% comparing with the optimal solutions of the brute force algorithm in terms of assigning direction for edges. The approximate solutions from the approximate algorithms are useful for genetic algorithm in searching an optimal solution in the solution space.

To increase the effectiveness of our study, we try to compare the proposed approach with the other known algorithms which utilize genetic algorithm. Due to absence of information concerning test data, program and simulation environments, we just compare the proposed approach with known algorithms, indirectly. In the

Figure 17. Comparison of Algorithms

Figure 18. Comparison of Mutation Operations
study of Jun et al, they conducted experiment in small tests (Table 3) and compared with Mixed2 algorithm (Jun et al., 1998). In Jun and et al.’s study, they simulate their algorithm with the 100 number of individuals \((N = 100)\), and the 1,000 number of generation \((H = 1000)\).

When we consider the attributes of the graph in their study, the parameters are much higher than those in the our simulation. It is possible for them to produce more efficient time in their proposed algorithm. The objective function in MCPP is to minimizing cost of postman tour, in which time could be acceptable as polynomial time. In the result of Jun and et al.’s simulation (Table 4), their algorithm just improved computing time but the cost is almost same with Mixed 2. The minimum solution of Mixed 1 and Mixed 2 (as shown in Federickson’s approximate algorithm and Raghavachary & Veerasamy’s approximate algorithm) is better than that of Mixed 2. Our algorithm uses both Mixed 1 and Mixed 2 and

Table 3. Test Data in Jun et al.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Number of Nodes</th>
<th>Number of Arcs</th>
<th>Number of Edges</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>7</td>
<td>31</td>
<td>21</td>
<td>18</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>4</td>
<td>19</td>
</tr>
<tr>
<td>9</td>
<td>17</td>
<td>4</td>
<td>21</td>
</tr>
<tr>
<td>10</td>
<td>18</td>
<td>3</td>
<td>25</td>
</tr>
</tbody>
</table>

Raghavachary & Veerasamy’s approximate algorithm and utilizes genetic algorithm to improve solutions of Mixed 1 and Mixed. It is also difficult compare their proposed algorithm with other algorithm due to the absence of information.

Table 4. Result of Genetic Algorithm with Mixed2 Algorithm in Jun et al.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Number of Nodes</th>
<th>Cost (Mixed 2)</th>
<th>Time(sec)</th>
<th>Number of Arcs</th>
<th>Cost (Jun et al.)</th>
<th>Time(sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>45</td>
<td>0.571</td>
<td></td>
<td>45</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>96</td>
<td>0.139</td>
<td></td>
<td>96</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>81</td>
<td>0.35</td>
<td></td>
<td>64</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>82</td>
<td>1.78</td>
<td></td>
<td>80</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>117</td>
<td>1.312</td>
<td></td>
<td>118</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>228</td>
<td>4.176</td>
<td></td>
<td>222</td>
<td>2.194</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>178</td>
<td>12.488</td>
<td></td>
<td>175</td>
<td>10.5</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>64</td>
<td>9.117</td>
<td></td>
<td>62</td>
<td>3.256</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>58</td>
<td>20.611</td>
<td></td>
<td>59</td>
<td>3.107</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>55</td>
<td>24.606</td>
<td></td>
<td>55</td>
<td>9.23</td>
<td></td>
</tr>
</tbody>
</table>

VI. Conclusion

To find an optimal solution in MCPP, we propose an effective searching space for MCPP and GENIIS. The effective searching space has \(2^E\) elements and is easy to describe elements with string \(s(A,E)\). The proposed approach is a hybrid approach which combines the approximate algorithm of Raghavachary & Veerasamy and the Genetic Algorithm. The genetic algorithm continues to find an optimal solution among populations. The genetic algorithm can create a
unique method of encoding gene and decoding gene. The usefulness of the encoding method is that it helps to find optimal solutions in an effective set of postman tours $SP^*$ (set of $P^*$) and use Minimum Cost Maximum Flow Algorithm to find $P^*$ in polynomial time. The method of encoding gene and decoding gene can be used for some special cases as Rural Postman Problem, Windy Postman Problem, $k$-Postman Problem and the other Chinese Postman Problems.

To demonstrate the efficiencies of the proposed approach, we compare the proposed approach with the approximate algorithms and the brute force algorithm. The results of simulation can validate the usefulness of the proposed approach in terms of cost and time. The costs of the proposed approach is lower than those of the approximate algorithm. But the costs of the proposed approach is near to those of the brute force algorithm. But it takes much for brute force algorithm to simulate the same environments than the proposed approach. Time taken in the brute force algorithm is power time so that it could be applied to only small graph. When the brute force algorithm is applied to a real application, it is difficult to predict consuming time.
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<Abstract>

GENIIS, a New Hybrid Algorithm for Solving the Mixed Chinese Postman Problem

Myeonggil Choi · Nguyen Manh Thang · Won-Joo Hwang

Mixed Chinese Postman Problem (MCPP) is a practical generalization of the classical Chinese Postman Problem (CPP) and it could be applied in many real world. Although MCPP is useful in terms of reality, MCPP has been proved to be a NP-complete problem. To find optimal solutions efficiently in MCPP, we can reduce searching space to be small effective searching space containing optimal solutions. We propose GENIIS methodology, which is a kind of hybrid algorithm combines the approximate algorithms and genetic algorithm. To get good solutions in the effective searching space, GENIIS uses approximate algorithm and genetic algorithm. This paper validates the usefulness of the proposed approach in a simulation. The results of our paper could be utilized to increase the efficiencies of network and transportation in business.
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