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Abstract

e-insensitive support vector regression(e-SVR) is capable of providing more complete description of the linear and nonlinear relationships among random variables. In this paper we propose an iterative reweighted least squares(IRWLS) procedure to solve the quadratic problem of e-SVR with a modified loss function. Furthermore, we introduce the generalized approximate cross validation function to select the hyperparameters which affect the performance of e-SVR. Experimental results are then presented which illustrate the performance of the IRWLS procedure for e-SVR.
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1. Introduction

SVM, firstly developed by Vapnik(1995, 1998), is being used as a new technique for regression and classification problems. SVM is based on the structural risk minimization(SRM) principle, which has been shown to be superior to traditional empirical risk minimization(ERM) principle. SRM minimizes an upper bound on the expected risk unlike ERM minimizing the error on the training data. By minimizing this bound, high generalization performance can be achieved. In particular, for the SVM regression case SRM results in the regularized ERM with the e-insensitive loss function. The introductions and overviews of recent developments of SVM regression can be found in Vapnik(1995,1998), Smola and Scholkopf(1998), and Wang(2005).

Training an SVR requires the solution to a quadratic programming(QP) optimization problem. But QP problem presents some inherent limitations which
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results in computational difficulty especially for the large data sets. Platt(1998) developed the sequential minimal optimization (SMO) algorithm which divides the QP problem into a series of small QP problems to avoid such computational difficulty. Perez-Cruz et al. (2000) proposed IRWLs algorithm for SVR by transforming the Lagrangian function into sum of quadratic terms by defining associated weights of predicted errors.

In this paper we propose an IRWLS procedure to solve the QP problem of e-SVR with a modified loss function of which original version is e-insensitive loss function used by Vapnik (1995, 1998). The modified loss function is attained by providing the differentiability at $\pm e$, which enables to solve QP problem by IRWLS procedure. To select appropriate hyperparameters, a commonly used method is minimizing the cross validation (CV) function. Nychka et al. (1995) proposed the approximate cross validation (ACV) function for quantile spline estimation. This technique can be easily applied to e-SVR using IRWLS. And by replacing each element of hat matrix by the average of trace of hat matrix, the GACV function also can be obtained. GACV function is used to select hyperparameters for the achievement of high generalization performance. The rest of this paper is organized as follows. In Section 2 we give a review of e-SVR. In Section 3 we propose an IRWLS procedure for e-SVR and present the model selection method using GACV function. In Section 4 we perform the numerical studies through examples. In Section 5 we give the conclusions.

2. e-Support Vector Regression

Let the training data set D be denoted by $(\mathbf{x}_i, y_i)_{i=1}^n$, with each input $\mathbf{x}_i \in \mathbb{R}^d$ including a constant 1 and the response $y_i \in \mathbb{R}$, where the output variable $y_i$ is related to the input vector $\mathbf{x}_i$. Here the feature mapping function $\phi(\cdot) : \mathbb{R}^d \to \mathbb{R}^{d_f}$ maps the input space to the higher dimensional feature space where the dimension $d_f$ is defined in an implicit way. An inner product in feature space has an equivalent kernel in input space, $\phi(\mathbf{x}_i)^T \phi(\mathbf{x}_j) = K(\mathbf{x}_i, \mathbf{x}_j)$ (Mercer(1909)). Several choices of the kernel $K(\cdot, \cdot)$ are possible. We consider the nonlinear regression case, in which the regression function of the response given $\mathbf{x}$, $f(\mathbf{x})$, can be regarded as a nonlinear function of input vector $\mathbf{x}$.

With e-insensitive loss function $\rho_e(\cdot)$, the estimator of the regression function can be defined as any solution to the optimization problem,

$$\min_{\mathbf{w}} \frac{1}{2} \mathbf{w}^T \mathbf{w} + C \sum_{i=1}^n \rho_e(y_i - f(\mathbf{x}_i)),$$  \hspace{1cm} (1)
where $\rho_e(r) = 0$ if $|r| \leq e$ and $\rho_e(r) = r - e$ if $|r| > e$. We can express the regression problem by formulation for SVR as follows.

$$\min \frac{1}{2} w'w + C \sum_{i=1}^{n} (\xi_i + \xi_i^*) \quad (2)$$

subject to

$$y_i - w\phi(x_i) \leq e + \xi_i$$
$$w\phi(x_i) - y_i \leq e + \xi_i^*$$
$$e, \xi_i, \xi_i^* \geq 0$$

where $C$ is a regularization parameter penalizing the training errors.

We construct a Lagrange function as follows:

$$L = \frac{1}{2} w'w + C \sum_{i=1}^{n} (\xi_i + \xi_i^*) - \sum_{i=1}^{n} \alpha_i (e + \xi_i - y_i + w\phi(x_i))$$
$$- \sum_{i=1}^{n} \alpha_i^* (e + \xi_i^* + y_i - w\phi(x_i)) - \sum_{i=1}^{n} (\eta_i \xi_i + \eta_i^* \xi_i^*) \quad (3)$$

We notice that the positivity constraints $\alpha_i, \alpha_i^*, \eta_i, \eta_i^* \geq 0$ should be satisfied. After taking partial derivatives of equation (3) with regard to the primal variables $(w, \xi_i, \xi_i^*)$ and plugging them into equation (3), we have the optimization problem below.

$$\max - \frac{1}{2} \sum_{i,j=1}^{n} (\alpha_i - \alpha_i^*)(\alpha_j - \alpha_j^*) K(x_i, x_j) + \sum_{i=1}^{n} (\alpha_i - \alpha_i^*) y_i - e \sum_{i=1}^{n} (\alpha_i + \alpha_i^*) \quad (4)$$

with constraints

$$\alpha_i, \alpha_i^* \in [0, C].$$

Solving the above equation with the constraints determines the optimal Lagrange multipliers, $\alpha_i, \alpha_i^*$, the estimator of the regression function given the input vector $x$ are obtained as follows.

$$\hat{f}(x) = \sum_{i=1}^{n} (\alpha_i - \alpha_i^*) K(x_i, x) \quad (5)$$
In the nonlinear case, \( \mathbf{w} \) is no longer explicitly given. However, it is uniquely defined in the weak sense by the dot products. Here the linear regression model can be regarded as the special case of the nonlinear regression model by using identity feature mapping function, that is, \( \phi(x) = x \) which implies the linear kernel such that \( K(x_i, x_j) = x_i^T x_j \).

3. e-SVR using IRWLS

In this section we propose e-SVR using IRWLS which is an IRWLS procedure to solve the QP problem of e-SVR with a modified loss function which is differentiable at \( \pm \varepsilon \). The modified loss function \( \rho_{e, \delta}(\cdot) \) is attained by providing the differentiability at \( \pm \varepsilon \) by differing from the original e-insensitive loss function \( \rho_e(\cdot) \) in the interval \((-\varepsilon - \delta, \varepsilon + \delta)\),

\[
\rho_{e, \delta}(r) = (-r - \varepsilon) I(r < -\varepsilon - \delta) + \frac{\delta r^2}{(e + \delta)^2} I(-\varepsilon - \delta \leq r \leq \varepsilon + \delta) + (r - \varepsilon) I(r > \varepsilon + \delta),
\]

where \( I(\cdot) \) is an indicative function.

The representation theorem (Kimeldorf and Wahba, 1971) guarantees the minimizer of the optimization problem (1) to be \( \hat{f}(\mathbf{x}) = K\mathbf{\beta} \) for some vector \( \mathbf{\beta} = \alpha - \alpha^* \). Now the problem (1) becomes obtaining \( \mathbf{\beta} \) to minimize

\[
L(\mathbf{\beta}) = \frac{1}{2} \mathbf{\beta}^T K \mathbf{\beta} + \frac{C}{2} \sum_{i=1}^{n} \rho_{e, \delta}(y_i - K_i \mathbf{\beta}).
\]

where \( K_i \) is the i-th row of \( K \). Taking partial derivatives of (7) with regard to \( \mathbf{\beta} \) leads to the optimal values of \( \mathbf{\beta} \) to be the solution to

\[
0 = K\mathbf{\beta} - CKW\mathbf{y} + CKWK\mathbf{\beta}.
\]

Here \( W \) is a diagonal matrix with the i-th diagonal element \( w_{ii} \) obtained from the derivative of the modified loss function as

\[
w_{ii} = -\frac{1}{r_i} I(r_i < -\varepsilon - \delta) + \frac{2\delta}{(\varepsilon + \delta)^2} I(-\varepsilon - \delta \leq r_i \leq -\varepsilon - \delta) + \frac{1}{r_i} I(r_i > \varepsilon + \delta)
\]

\[
= \frac{\delta}{(\varepsilon + \delta)^2} I(-\varepsilon - \delta \leq r_i \leq -\varepsilon - \delta) + \frac{\delta}{(\varepsilon + \delta)^2} I(-\varepsilon - \delta \leq r_i \leq -\varepsilon - \delta) + \frac{1}{r_i} I(r_i > \varepsilon + \delta).
\]
where \( r_i = y_i - K_i \beta \).

The solution to (8) cannot be obtained in a single step since \( W \) contains \( \beta \). Thus we need to apply IRWLS procedure which starts with initialized values of \( \beta \) as follows:

(a) Calculate \( W \) with \( \beta \).

(b) Calculate \( \beta \) from \( \beta = (KW + K/C)^{-1}KW\overline{y} \).

(c) Iterate steps until convergence.

The functional structures of e−SVR is characterized by hyperparameters - the regularization parameter \( C \) and the kernel parameters. The cross validation(CV) technique used in SVR with the quadratic loss function cannot be used in e−SVR since the loss function used in e−SVR is not differentiable as the quadratic loss function. To select the parameters of e−SVR using IRWLS we consider the cross validation(CV) function as follows:

\[
CV(\lambda) = \frac{1}{n} \sum_{i=1}^{n} \rho_{e,i}(y_i - \hat{f}_\lambda^{-i}(x_i)),
\]

where \( \lambda \) is the set of hyperparameters and \( \hat{f}_\lambda^{-i}(x_i) \) is the regression function estimated without \( i \)-th observation. Since for each candidates of hyperparameters, \( \hat{f}_\lambda^{-i}(x_i) \) for \( i = 1, \cdots, n \), should be evaluated, selecting parameters using CV function is computationally formidable. Using derivation of ACV function from CV function by Nychka et al.(1995), we have GACV function as follows

\[
GACV(\lambda) = \frac{\sum_{i=1}^{n} \rho_{e,i}(y_i - \hat{f}_\lambda(x_i))}{n - tr(H)},
\]

where \( H \) is the hat matrix such that \( \hat{f}_\lambda(x) = H\overline{y} \) with the \((i,j)\)-th element \( h_{ij} = \partial f(x_i)/\partial y_j \). GACV function cannot be applied to e−SVR using QP since \( H \) is not computable. But for e−SVR using IRWLS, hyperparameters can be selected by applying (10), where \( H \) is obtained easily as,

\[
H = K(KWK + K/C)^{-1}KW.
\]
4. Numerical Studies

We illustrate the performance of the regression estimation using e−SVR using IRWLS through the simulated example on the nonlinear regression cases. 101 data sets are generated to present the prediction performance of the proposed procedure - one for training and 100 for testing. Each data set consists of 100 \( x \)'s and 100 \( y \)'s. Here \( x \)'s are equally spaced ranging from 0 to 1 and \( y \)'s are generated from a normal distribution \( N(1 + \sin(2\pi x), 0.01) \). The regression function a given \( x \) can be modelled as \( \hat{f}(x) = \mathbf{w}^T \phi(x) \) where \( x = (1, x)' \). True regression function is given as \( f(x) = 1 + \sin(2\pi x) \) We set \( \delta \) in the modified loss function (8) to 0.001 and \( e \) to 0.1 (Kwok and Tsang(2003) suggested the optimal value of \( e \approx \) standard deviation of regression error). We stop iterations when mean squared difference of two successive regression function estimates is less than 0.000001. The radial basis kernel function is utilized in this example, which is

\[
K(x_1, x_2) = \exp\left(-\frac{1}{\sigma^2} (x_1 - x_2)^2\right).
\]

We select \((C, \sigma^2)\) as \((100, 1.0)\) using GACV function (10). To illustrate the prediction performance of e−SVR using IRWLS, we compare it with e−SVR using QP via 100 test data sets, where the predicted mean squared error (PMSE) is used as prediction performance measure defined by

\[
PMSE = \frac{1}{n_i} \sum_{i=1}^{n_i} (\hat{f}(x_i) - f(x_i))^2.
\]

The averages of 100 PMSEs from e−SVR using IRWLS and QP are obtained as 0.001913 and 0.002376, respectively, which implies that both procedures have almost same prediction performance. Figure 1 shows the true regression function (solid line) for one of 100 test data sets and the regression function predictors(dotted line) obtained by e−SVR using IRWLS and QP, respectively. We can see that the proposed procedure works reasonably well for the nonlinear regression.
Figure 1. True Regression Function and Regression Function Predictors obtained by e−SVR using IRWLS (Left) and e−SVR using QP (Right). The scatter is 100 artificial data points \((x_i, y_i)\) of test data set with \(x_i\)'s are equally spaced ranging from 0 to 1, and \(y_i\)'s generated from a normal distribution \(N(1 + \sin(2\pi x), 0.01)\). True regression function (solid line) and the regression function predictor (dotted line) are superimposed on the scatter plots.

With simulated data sets, CPU−time of the proposed procedure are compared with that of e−SVR using QP computed by the built−in function of MATLAB. Here \((C, \sigma^2)\) are fixed as \((100, 1.0)\). Table1 shows CPU−time in seconds of both procedures (run MATLAB 6.5 over Pentium IV at 2.0GHz) for e−SVR on a data set with different sample sizes. From table1 we can see that e−SVR using IRWLS is much faster than e−SVR using QP, which implies that the proposed procedure is appropriate procedure for the large training data sets.

<table>
<thead>
<tr>
<th>sample size</th>
<th>IRWLS</th>
<th>QP</th>
<th>sample size</th>
<th>IRWLS</th>
<th>QP</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1.8</td>
<td>17.3</td>
<td>300</td>
<td>37.9</td>
<td>781.7</td>
</tr>
<tr>
<td>200</td>
<td>11.6</td>
<td>215.8</td>
<td>400</td>
<td>84.4</td>
<td>2000.0</td>
</tr>
</tbody>
</table>
4. Conclusions

In this paper, we dealt with estimating the regression function by e−SVR using IRWLS and obtained GACV function for the proposed procedure. Through the examples we showed that the proposed procedure derives the satisfying solutions. We also found that e−SVR using IRWLS is much faster than e−SVR using QP, which implies that the proposed procedure is appropriate for the large training data sets.
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