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Abstract
Most Bayesian approaches to model selection of wavelet analysis have drawbacks that computational cost is expensive to obtain accuracy for the fitted unknown function. To overcome the drawback, this article introduces loss functions which are criteria for level dependent threshold selection in wavelet based Bayesian methods with arbitrary size and regular design points. We demonstrate the utility of these criteria by four test functions and real data.
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1. Introduction
Over the last decade the Bayesian approach has been successfully applied to wavelet estimators and wavelet shrinkage problems in wavelet regression, see Antoniadis and Sapatinas (2001) for extensive review. So far from the Bayesian wavelet shrinkage and wavelet thresholding estimators the focus has been on the posterior estimators and the selection of wavelet coefficients simultaneously. Recently block wavelet shrinkage and thresholding estimators have been studied in finite sample situations on an empirical Bayes approach to block shrinkage of wavelet coefficients (Abramovich et al., 2002; Wang et al., 2006). All Bayesian approaches to wavelet problems should require numerical techniques to estimating hyperparameters or wavelet coefficients by term by term or blocks.
Park et al. (2004) first introduced a simple and efficient approach to obtain posterior probabilities of a primary resolution and model selection in wavelet regression. The advantages of the proposed model selection method is avoiding expensive computational cost. To choose the primary resolution and wavelet thresholding, however, Bayes factor employed as a criterion could be strongly ad-hoc. The aim of this paper is to investigate some criteria for the remedy of the selection problem in wavelet domain.
In this paper, we will explore loss functions which can play a critical role from Bayesian model selection in wavelet regression at each resolution level which Park (2008) introduced using Bayes factor.

The organization of the paper is as follows. Section 2 describes designing loss functions for model selection. In Section 3, the posterior expected loss will be suggested for the choice of wavelet basis functions at each resolution level. Section 4 gives the results of the simulation study and an application. The conclusions are addressed in Section 5.
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2. Loss functions

Let $\theta$ be a parameter of interest. A loss function is denoted by $L(\theta, \theta')$ which depends on $\theta$ and $\theta'$. In our opinion, the following loss functions will be suggested for wavelet based Bayesian model selection:

0-1 loss function is

$$L_1(\theta, \theta') = [1 - \delta(\theta, \theta')]$$  \hspace{0.5cm} (2.1)

where $\delta(\theta, \theta') = 1$, if $\theta = \theta'$ and zero, if otherwise.

Mean squared error loss function is

$$L_2(\theta, \theta') = (\theta - \theta')^2.$$  \hspace{0.5cm} (2.2)

Weighted 0-1 loss function is

$$L_3(\theta, \theta') = [1 - \delta(\theta, \theta')] \times w(\theta).$$  \hspace{0.5cm} (2.3)

These loss functions usually satisfy the following property, $L(\theta, \theta') = 0$ when $\theta = \theta'$. In this paper the weighted 0-1 loss function is focused on.

3. Posterior expected loss for wavelet based Bayesian method

3.1. Wavelet series

The data are assumed to be of the form

$$y_i = f(i/n) + \sigma \epsilon_i, \quad i = 1, \ldots, n,$$

where the $\epsilon$’s are independent and normally distributed with mean 0 and variance 1.

An orthogonal wavelet basis in $L_2(\mathbb{R})$ is a collection of functions obtained as translations and dilations of a scaling function $\phi$ and a wavelet function $\psi$ (Daubechies, 1992). The unknown function $f$ may represent wavelet series:

$$\hat{f}_m(x) = \sum_{k \in \mathbb{Z}} s_{0,k} \phi_{0,k}(x) + \sum_{j \geq 0} \sum_{k \in \mathbb{Z}} d_{j,k} \psi_{j,k}(x) = \sum_{m=-1}^{m_0} \sum_{k=1}^{N(m)} \beta_{m,k} b_{m,k}.$$  \hspace{0.5cm} (3.1)

where $m_0$ is a maximum resolution level, $N(m)$ is the number of wavelet bases for a resolution level, $m$, and the value $m = -1$ means the resolution level, zero, of smoothing part. Furthermore, $\beta$’s and $b$’s are denoted by the wavelet coefficients and the wavelet bases, respectively.

3.2. Posterior probability of model selection

From (2.1) - (2.3) and (3.1) let $B_m = (b_{-1}, b_0, b_1, \ldots, b_{m_0})$ be the matrix of wavelet basis functions, $\phi_{0,k}$ and $\psi_{j,k}$, $j = 0, 1, \ldots, m_0$ and $Y = (y_1, \ldots, y_n)^T$ be a response variable.

For notational convenience for model selection, $W_m$ is the resulting matrix obtained by exchanging the columns of $b_m$ according to the size of the elements of $b_m^T Y$ for each resolution level $m$: put the values of $\phi_{(m,1)}$ in the first column for which $\sum_{i=1}^{n} \phi_{(m,1)}(x_i)y_i$
is the smallest among $\sum_{i=1}^{n} \phi_{m,k}(x_i)y_i$, $k = 1, \ldots, N(m)$, and those of $\phi_{(m,N(m))}$ in the last for which $\sum_{i=1}^{n} \phi_{(m,N(m))}(x_i)y_i$ is the largest among those for each resolution level $m$. Furthermore, $\alpha_m$ denotes the coefficient vector obtained by rearranging the elements of $\beta_m$ according to $W_m$.

From the above explanation, the model (2.1) can be rewritten as

$$Y = \sum_{n=1}^{m} W_m \alpha_m + \sigma \epsilon,$$

where $W_m$ is the collection of wavelet basis functions for a resolution level $m$ and $\alpha_m = (\alpha_{(m,1)}, \ldots, \alpha_{(m,N(m))})^T$ is the wavelet coefficients according to the order of the magnitudes $b^T_n Y$.

**Proposition 3.1** Assume that the error variance $\sigma^2$ and each resolution level $m$ are given. Let the conditional prior of each wavelet coefficient be identically independent, improper and proportional to some constant and the prior of model selection, $s$, for each resolution level is equally likely chance. Then the posterior probability of model selection for each resolution level is

$$P(s | m, \sigma^2, Y) \propto \exp \left[ \frac{1}{2\sigma^2} Y^T W_m(s) W_m^T(s) Y \right], \quad 1 \leq s \leq N(m),$$

where $W_m(s) = (W_{(m,1)} \cdots W_{(m,s)})$, $s = 1, \ldots, N(m)$ and $m = -1, 0, \ldots, m_0$. A detailed derivation is given in Appendix from Park et al. (2008).

### 3.3. Model selection with posterior expected loss

We use the loss functions and the posterior probability for the problem of model selection in wavelet based Bayesian methods. It is well known that we must choose a model $s$ for each resolution level minimizing the posterior expected loss,

$$\arg\min(\tilde{s}) \sum_{s=1}^{N(m)} L_i(s, \tilde{s}) \cdot P(s|m, \sigma^2, Y).$$

where the loss functions are defined by (2.1)-(2.3). From (2.3) the weighted values are on the penalty of the number of coefficients for each resolution level;

$$w(s) = (c_1 - l(s)) = (c_1 - (a \cdot s + d)).$$

From (3.5) if $l(s) = 0$ for all $s$, the loss function is the 0-1 loss function. Then we set up $l(s) > 0$ for all $s$, given $a > 0$ and $d$. That means that as $s$ increasing, $l(s)$ should be increasing. In the next section the explanation of the linear weighted values will be provided in details.
4. Simulation study and an application

4.1. Experiment setup

In this section, we report the results of simulations made for model selection based on our proposed posterior expected losses. All the data of the simulations is of the form (2.1). The sample sizes selected were \( n = 128 \) and \( n = 2048 \). For each sample size, we used four test functions to assess model selection for wavelet based Bayesian method. The values of \( \sigma^2 \), variance of the noise, were chosen: \( \sigma^2 = 0.05^2 \).

The first test function is a Cosine function which is necessary to be some wavelet bases corresponding to a relatively lower resolution level. The second function is Heavisine function which may be represented with more the number of wavelet bases and resolution level then the Cosine function. The remaining functions are the Doppler function and the Bump function which might need a higher resolution level. All of the test functions might be not necessary all wavelet basis functions under a given resolution level. To select which wavelet coefficients, the posterior expected loss should be used.

4.2. Computation and simulation results

The motivation of the linear weighted equation is the distance from the posterior probabilities and some linear equation at each resolution level. We want to select some position such that less number of wavelet coefficients than that corresponding to maximum of the posterior probabilities at each resolution level. The posterior probability corresponding to choosing the position could be closer than maximum of the posterior probabilities at each resolution level. Now the values of \( w(s) \) are determined for the resolution levels \( m = -1, 0, \ldots, m_0 \) by the following:

\[
a = \frac{\Pr(s = N(m) \mid m, \sigma^2, Y) - \Pr(s = 1 \mid m, \sigma^2, Y)}{N(m) - 1} \cdot N(m)\quad \text{and}
\]

\[
d = -a \cdot N(m) + \Pr(s = N(m) \mid m, \sigma^2, Y).
\]

From (3.4) and the above weighted loss function we can select some wavelet basis functions at each resolution level and estimate wavelet coefficients corresponding them using MCMC proposed by Park et al. (2005).

To report the results of the simulations, we used the MSE as the numerical measure;

\[
\text{MSE}(\hat{f}) = \frac{1}{n} \sum_{i=1}^{n} \left[ f(t_i) - \hat{f}(t_i) \right]^2.
\]

Throughout the simulation study, Daubechies’s wavelet with vanishing moment 8 has been used.

4.3. A real example

This section illustrates the proposed method using a real example. An electrical consumption example presented here involves a real-world signal electrical consumption measured
Table 4.1 Simulation results in term of integrated MSE for $\sigma = 0.05$

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Shrinkage methods</th>
<th>Test functions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cosine</td>
<td>Doppler</td>
</tr>
<tr>
<td>$n = 128$</td>
<td>Loss &amp; MCMC</td>
<td>5.9072e-4</td>
</tr>
<tr>
<td></td>
<td>BAM</td>
<td>1.3924e-3</td>
</tr>
<tr>
<td>$n = 2,048$</td>
<td>Loss &amp; MCMC</td>
<td>6.6327e-5</td>
</tr>
<tr>
<td></td>
<td>BAM</td>
<td>1.4040e-4</td>
</tr>
</tbody>
</table>

Figure 4.1 The number of wavelet basis functions at each resolution level for $n = 2048$ and from the top the listed functions are Cosine, Heavisine, Doppler, and Bump functions.

minute by minute over the course of three days. The detailed information can be found in Misiti, et al. (1994).

In this real example, Daubechies’s wavelet with vanishing moment 8 has been used. Applying the proposed method to the data, we choose some wavelet bases at each resolution level. From Figure 4.3, the nature of wavelet regression, that is, the sparseness, is well shown.

5. Concluding remarks

For the problem of selecting wavelet basis functions, the wavelet based Bayesian method introduced by Park et al. (2008) did not consider wavelet selection at each resolution level and Park (2008) first introduce the model selection at each resolution level using Bayes factor which is very strongly ad-hoc.

In this paper we propose loss function which is used to select wavelet basis functions at each resolution level. The estimation of wavelet coefficients is using MCMC (Park et al.,
Figure 4.2 Some results for the Heavisine with $n = 2048$.

Figure 4.3 The electrical consumption. (a) observed data, (b) fitting data for Loss & MCMC (c) fitting data for BAM (d) the number of wavelet basis functions for Loss & MCMC (e) residual plots for Loss & MCMC (f) residual plots for Loss & MCMC.

The advantage of the proposed method is reducing computational cost and easy to figure out which wavelet basis functions being significant at each resolution level and less ad-hoc than Bayes factor. We can make more accurate the estimation of the coefficients corresponding to the given wavelet basis functions.
Further research on model selection and the estimation of the wavelet coefficients is necessary to explore loss functions for the choice of wavelet basis functions at each resolution level and the priors of wavelet series which make the fitted function more accurate.
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