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Abstract

In this paper reliability growth model in which the operating time between successive failure is a continuous random variable is proposed. This model is for Burr type XII distribution with two parameters which is discussed in two versions: the order statistics and non-homogeneous Poisson process. The two software reliability measures are obtained. The performance for two versions of the suggested model is tested on real data set by U-plot and Y-plot using Kolmogorov distance.
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1. Introduction

Software is an important element in computing systems. Different from hardware, the software does not wear-out and it can be easily reproduced. Furthermore, software systems are usually debugged during the testing phase so that their reliability is improving over time as a result of detecting and removing software faults. Many software reliability growth models have been proposed for the study of software reliability, e.g. Pham (2000). Markov models are one of the first types of models proposed in software reliability analysis. In addition, the user of non-homogeneous poisson process (NHPP) models for characterizing software reliability growth has a long history, beginning with Goal and Okumoto (1979). Also see, Goel (1980), Singpurwalla and Wilson (1999), Nalini, Zhaohui and Bonnie (2008), and moon and Lee (2011) for an overview of the use of such models in practice. NHPP models, which are important in software reliability analysis. NHPP models are attractive because of their mathematical tractability.

Methods for software reliability estimation become increasingly relevant with the growing routine use of computers in many safety-critical applications such as nuclear power plants, chemical process plants and aircraft.

The most widely accepted and used models for the purpose of estimating systematic reliability are statistical system testing models. The aim of statistical system testing is the estimation of the system’s failure rate which is interpreted as the probability of failure on demand. Estimation is performed based on the results of N independent test runs. A demand
is an input generated by the software’s environment. A test input is randomly generated according to the software’s operational input distribution.

There are several software reliability of growth models in the literature that estimate the remaining error contained in the software. These models may be classified in two broad types. First, inter-failure time models in which the operating time between successive failures is a continuous random variable. Second, discrete software reliability models where the interest is the number of faults or failures in a specified time interval.

In order statistics (OS) model, the failure times of a software reliability process are modeled as OS of independent non-identically distributed random variables such as: Jelinski and Moranda (1972), Littlewood (1981), Abdel-Ghaly et al. (1986, 1990, 1997), Lawless (2003), and Lee and Yoon (2008).

In NHPP model, the testing time used as the unit of error detection period for describing the time dependent behavior of the cumulative number of error detected by the software testing, such as Jelinski and Moranda (1972), and Park (2006).

This paper is organized as follows. Section 2 treats some review of the software reliability model based on OS and in this section, we extend the model of Abdel-Ghaly (1986) to a new model. Section 3 treats some review NHPP of the software reliability model based on Poisson distribution in this section to a new model. For estimation of parameters, we propose the maximum likelihood estimation which can be solved by numerical method such as Newton-Raphson iterative procedure. In Section 4, using a real data in Musa (1987), we investigate the usefulness of proposed model by depicting U-plot Y-plot by Kolmogorov distance. Section 4 devotes some conclusions.

2. The order statistics

Rayleigh model (Lee and Lee, 2010) was introduced by Abdel-Ghaly (1996). He assumed that the system starts its life containing N faults. Each of these faults can cause system failure at any time T. Let X be the total time on test until the fault i is removed. The X’s are assumed to be independent identically distributed (i.i.d.) random variables with Rayleigh probability density function (p.d.f.), given by

\[
f(x|\phi) = \begin{cases} 
2x\phi \exp(-\phi x^2), & x > 0 \\
0, & \text{otherwise},
\end{cases}
\]

where \(\phi > 0\).

Let \(X_{(1)}, X_{(2)}, \ldots\) be OS of the time of occurrence of the 1st, 2nd, \cdots failures and \(T_1, T_2, \cdots\), be the inter-failure times. Then

\[
T_1 = X_{(1)}, \\
T_i = X_{(i)} - X_{(i-1)}, \quad i = 2, 3, \cdots.
\]

If a total time \(\tau\) has elapsed and \((i-1)\) faults have been removed, then the p.d.f. of \(T_i\) will be given in the following form

\[
f(t_i|\lambda_i) = 2\lambda_i(t_{i-1} + t_i) \exp \left[ -\lambda_i \left\{ (\tau_{i-1} + t_i)^2 - \tau_{i-1}^2 \right\} \right], \quad t_i > 0,
\]

\[
(2.3)
\]
where \( t_i > 0 \), \( \lambda_i = (N - i + 1)\phi \) and \( \tau_{i-1} \) is the total elapsed time at the point \((i - 1)\) which is equal to \( \sum t_j \).

This result will be used to extend model which will be presented in this paper and it will be discussed using the OS and NHPP models.

In the OS model, it is assumed that there are \( N \) software faults at the start of testing. Each of the \( N \) faults in the program will cause a failure after a time which is distributed as in (2.1) and independently of other faults, with a different failure rate \( \phi_j \). When a failure occurs, there is an instantaneous removal of the faults which caused the failure, and no new faults are introduced during the debugging process.

If total time \( \tau_i - 1 \) has elapsed, and \((i - 1)\) faults have been removed, the failure rate of the program is given by

\[
\lambda_i = \sum_{j=1}^{N-i+1} \phi_j,
\]

where \( \phi_1 + \phi_2 + \cdots + \phi_{N-i+1} \) are the non-identical rates of the remaining faults. The \( \phi_i \) are regarded as realizations of random variables. Thus the occurrence of the \( N \) faults with which the program begins life can be regarded as i.i.d. random variables.

When debugging starts (i.e. \( T = 0 \)) each \( \phi \) has gamma distribution with shape parameter \( \alpha \), i.e.

\[
f(\phi|\alpha, \beta) = \frac{\beta^{\alpha} \phi^{\alpha-1} \exp(-\beta\phi)}{\Gamma(\alpha)}, \quad \alpha > 0.
\]

Bayes’ theorem can be used to describe how uncertainty about the occurrence rate of the faults changes with time. Consider the occurrence rate, \( \phi \), of one of the \( N - i + 1 \) remaining faults at the period “now”, then

\[
f(\phi|\text{this fault is fixed in}(0, \tau_{i-1})) = f(\phi|\text{no failure is caused by this fault in}(0, \tau_{i-1}))
\]

\[= C \exp\left(-\phi\tau_{i-1}^2\right) \frac{\beta^\alpha \phi^{\alpha-1} \exp(-\phi\beta)}{\Gamma(\alpha)}
\]

\[= \frac{[\phi(\beta + \tau_{i-1}^2)]^{\alpha-1} \exp(-\phi(\beta + \tau_{i-1}^2))}{\Gamma(\alpha)},
\]

That is, \( \phi \) distributes as gamma distribution (Rahman and Muraduzzaman, 2010) with parameters \( \alpha \) and \( \beta + \tau_{i-1}^2 \), which we denote as \( \phi \sim \Gamma(\alpha, (\beta + \tau_{i-1}^2)) \), where

\[
C^{-1} = \int_0^{\infty} \frac{\beta^\alpha \phi^{\alpha-1} \exp(-\phi(\beta + \tau_{i-1}^2))}{\Gamma(\alpha)} d\phi
\]

\[= \frac{\beta^\alpha}{(\beta + \tau_{i-1}^2)^{\alpha-1}}.
\]

And

\[
\text{Pr}(\text{no failure due to this fault in the interval}(0, \tau_{i-1})) = \exp(-\phi\tau_{i-1}^2).
\]
From (2.4), the failure rate of program $\lambda_i$ is a sum of the $(N-i+1)$ i.i.d. gamma distributed random variable with shape parameter $(\alpha(N-i+1))$ and scale parameter $(\beta + t_i - 1)$, with p.d.f. is given by

$$f(t_i|\alpha, \beta, N, \tau_{i-1}) = \frac{(\beta + t_i^2)^{(N-i+1)-1}}{\Gamma(\alpha(N-i+1))} \lambda_i^{\alpha(n-i)+1} \exp - \{(\beta + t_i^2)\lambda_i\}, \lambda_i > 0. \quad (2.7)$$

Multiplying (2.7) by (2.3), and integrating with respect to $\lambda_i$ we get the normal equation are given by

$$f(t_i|\alpha, \beta, N, \tau_{i-1}) = \frac{2(\beta + t_i^2)^{\alpha(N-i+1)}(\alpha(N-i+1)(\alpha(N-i+1) + 1)}}{\{\beta + (\tau_{i-1} + t_i)^2\}(\alpha(N-i+1) + 1)}$$

This form can be obtained from the OS formulation of the model; if the detection times (and removal) of the fault are independent random variables, $X_i$, with density function given by

$$f(x|\alpha, \beta) = \frac{2\alpha\beta x}{(\beta + x^2)^{\alpha+1}}, \quad x > 0,$$

which is a special case Burr type XII distribution.

The parameters $\alpha$, $\beta$ and $N$ are estimated by maximizing the likelihood function to obtain their maximum likelihood estimates (MLEs) of $\alpha$, $\beta$ and $N$. Such MLEs are used to predict the p.d.f., reliability function and its measures for the next failure time. The likelihood function based on the data of the first $n$ failures is given

$$L(\alpha, \beta, N|t_1, t_2, \cdots, t_n) = \prod_{i=1}^{n} f(t_i|\tau_{i-1}, \alpha, \beta, N) \quad (2.10)$$

Then we have the logarithm in the above likelihood function of (2.10) is given by

$$\ell(\alpha, \beta, N|t_1, t_2, \cdots, t_n) = n \log \alpha + \sum_{i=1}^{n} \log \left\{ \frac{(N-i+1)^{(\alpha(N-i+1) + 1)}}{(\beta + (\tau_{i-1} + t_i)^2)} \right\} + \alpha \sum_{i=1}^{n} (N-i+1) \log \left\{ \frac{\beta + t_i^2}{\beta + (\tau_{i-1} + t_i)^2} \right\} \quad (2.11)$$

Now, we take the partial derivative of the log-likelihood function with respect to $\alpha$, $N$ and $\beta$, respectively. Then we have the normal equation are given by

$$\frac{\partial \ell}{\partial \alpha} = \frac{n}{\alpha} + \sum_{i=1}^{n} (N-i+1) \log \left\{ \frac{\beta + t_i^2}{\beta + (\tau_{i-1} + t_i)^2} \right\} \quad (2.12)$$

$$\frac{\partial \ell}{\partial N} = \alpha \sum_{i=1}^{n} (N-i+1) \log \left\{ \frac{\beta + t_i^2}{\beta + (\tau_{i-1} + t_i)^2} \right\}$$

$$\frac{\partial \ell}{\partial \beta} = -\sum_{i=1}^{n} \frac{1}{\beta + (\tau_{i-1} + t_i)^2} + \alpha \sum_{i=1}^{n} (N-i+1) \log \left\{ \frac{t_i^2 - 2\tau_{i-1}t_i}{(\beta + (\tau_{i-1} + t_i)^2)(\beta + t_i^2)} \right\}.$$
Then we can simplify the above equations as follow,

\[
\hat{\alpha} = - \frac{1}{n} \sum_{i=1}^{n} (N - i + 1) \log \left( \frac{\beta + \tau_{i-1}}{\beta + (\tau_{i-1} + t_i)^2} \right),
\]

\[
\hat{N} = - \frac{2\alpha}{n} \sum_{i=1}^{n} \log \left( \frac{\beta + \tau_{i-1}}{\beta + (\tau_{i-1} + t_i)^2} \right).
\]

The above equations can be solved by numerical method. Once the estimates \(\hat{\alpha}, \hat{\beta}\) and \(\hat{N}\) of the parameters are obtained, we will use them to predictive p.d.f. of \(T_{n+1}\) by substituting them in (2.8).

\[
\hat{f}(t_{n+1}|\tau_n) = 2(\hat{N} - n)(\tau_n + t_{n+1}) \frac{(\hat{\beta} + \tau_n^2)^{(N-n)}}{(\hat{\beta} + (\tau_n + t_{n+1})^2)^{(N-n)+1}}.
\]

Now, one wants to obtain the probability that the system will be running without failure up to time \(T_n + 1\), this probability is the reliability function of \(T_{n+1}\) is given by

\[
\hat{R}(t_{n+1}|\tau_n) = \left( \frac{\hat{\beta} + \tau_n^2}{\beta + (\tau_n + t_{n+1})^2} \right)^{(N-n)\hat{\alpha}}.
\]

The failure rate(hazard) function of \(T_n + 1\) is as follows

\[
\hat{\alpha}(t_{n+1}|\tau_n) = 2(\hat{N} - n)\hat{\alpha} \frac{(\tau_n + t_{n+1})}{(\hat{\beta} + (\tau_n + t_{n+1})^2)}.
\]

3. Non-homogeneous Poisson process

NHPP models are used to predict future failures. This approach is one of the best ways to measure software reliability and other measures. NHPP are also called counting models because the mean value function \(H(t)\) represents the cumulative number of faults exposed by time \(t\). These models also have a failure rate, \(\lambda\), which is a function of time.

The first model discussed in Section 2 is the OS model where \(N\) is the initial number of faults in the system or program. Suppose that \(\alpha\) is of known value, and \(N\) has a Poisson distribution with parameter \(\mu\) and probability mass function is as follows

\[
P(N) = \frac{\mu^N\exp(-\mu)}{N!}, N = 0, 1, \cdots.
\]
Miller (1984) suggested that any OS mixture model mixed over the Poisson $N$, will be a NHPP. The posterior mass function of $N$ can be obtained from (2.7) and (3.1) as follows

$$P^*(N|t_1, t_2, \cdots, t_n, \alpha, \beta) = C \cdot L(N, \alpha, \beta|t_1, t_2, \cdots, t_n)P(N),$$

where

$$C^{-1} = (2\alpha \mu)^n \left[ \prod_{i=1}^{n} \frac{\tau_{i-1} + t_i}{\beta + (\tau_{i-1} + t_i)^2} \right] \times \exp \left[ \mu - \alpha \sum_{i=1}^{n} (n - i + 1) \log \left( \frac{\beta + (\tau_{i-1} + t_i)^2}{\beta + \tau_{i-1}^2} \right) \right] + \mu \exp \left\{ \sum_{i=1}^{n} (n - i + 1) \log \left( \frac{\beta + (\tau_{i-1} + t_i)^2}{\beta + \tau_{i-1}^2} \right) \right\},$$

(3.2)

since, the last equation follows by the fact that

$$\sum_{N=n}^{\infty} \mu^{N-n} (N-n)! \exp \left\{ \alpha \sum_{i=1}^{n} (N-n) \log \left( \frac{\beta + \tau_{i-1}}{\beta + (\tau_{i-1} + t_i)^2} \right) \right\} = \mu \exp \left[ \alpha \sum_{i=1}^{n} \log \left( \frac{\beta + \tau_{i-1}}{\beta + (\tau_{i-1} + t_i)^2} \right) \right].$$

Therefore, the posterior distribution of the number of remaining faults is Poisson distribution with probability mass function is given by

$$P^*(N|t_1, t_2, \cdots, t_n, \alpha, \beta) = \left[ \mu \exp \left\{ -\alpha \sum_{i=1}^{n} \log \left( \frac{\beta + (\tau_{i-1} + t_i)^2}{\beta + \tau_{i-1}^2} \right) \right\} \right]^{N-n} \left( \frac{\mu}{(N-n)!} \right) \times \exp \left\{ -\mu \exp \left\{ -\alpha \sum_{i=1}^{n} \log \left( \frac{\beta + (\tau_{i-1} + t_i)^2}{\beta + \tau_{i-1}^2} \right) \right\} \right\}. \quad (3.3)$$

The predictive p.d.f. of $T_{n+1}$ can be obtained from equations (2.10) and (3.3) as follows

$$f^*(t_{n+1}|\mu, \alpha, \beta, \tau_n) = \sum_{N=n}^{\infty} \hat{f}(t_{n+1}|\tau_n)P^*(N-n|t_1, t_2, \cdots, t_n, \alpha, \beta)$$

$$= 2\mu \alpha \left( \frac{\tau_n + t_{n+1}}{\beta + (\tau_n + t_{n+1})^2} \right)^{\alpha+1} \times \exp \left[ -\mu \left[ \frac{\beta + \tau_n^2}{\beta + (\tau_n + t_{n+1})^2} \right]^\alpha \right]. \quad (3.4)$$

By integrating (3.4) with respect to $t_{n+1}$ we get the predictive c.d.f. of $T_{n+1}$ as follows

$$F^*(t_{n+1}|\mu, \alpha, \beta, \tau_n) = 1 - \exp \left[ -\mu \frac{1}{(\beta + \tau_n)^\alpha} \left[ 1 - \left( \frac{\beta + \tau_n^2}{\beta + (\tau_n + t_{n+1})^2} \right)^\alpha \right] \right]. \quad (3.5)$$
It follows, from (3.5), that the predictive reliability function is given by
\[ R^*(t_{n+1}|\mu, \alpha, \beta) = \exp \left\{ -\mu \frac{1}{(\beta + \tau_n)^\alpha} \left( 1 - \left( \frac{\beta + \tau_n^2}{\beta + (\tau_n + t_{n+1})^2} \right)^\alpha \right) \right\}, \tag{3.6} \]
and the failure rate function is
\[ \lambda(t_{n+1}) = 2\mu \alpha \frac{\tau_n + t_{n+1}}{(\beta + (\tau_n + t_{n+1})^2)^{\alpha+1}} \tag{3.7} \]

4. Conclusions

The new software reliability growth model has been considered to measure and predict the reliability of software which has been studied in the two previous versions. The user usually needs to know which version would be most suitable in a particular context. Such comparison may be carried out with the assistance of many different statistical tools. Among these tools are the U-plot, Y-plot, measures of variability, the U-plot (Brocklehurst and Littlewood, 1992) is used to determine if the postulated c.d.f., \( \hat{F}(t) \) is close to true distribution \( F(t) \). This can be developed into an operational measure by finding the Kolmogorov distance. In the meantime, the Y-plot (Karanta, 2006) measures the consistency of a model’s bias; a model might be initially too pessimistic and eventually too optimistic concerning the number of faults in the software. On the other hand, any systematic departure from unit slop indicates step a mis-specification of the probability distribution (that is, a reasonably consistent bias). The performance of the two versions of the new model can be achieved for real data set by using both U-plot and Y-plot are measure by finding the Kolmogorov distance.

The Table 4.1 is real data set, The reason for using data sets is for comparison purposes and decisions regarding the version’s preference for the new model. These analysis has been carried out for inter-failure time data. The following method will be used to accomplish the calculations for a data set: assuming that each data set contains \( n \) inter-failure times, \( m(\leq n - 1) \) is chosen as a starting sample size. Using the results of Section 2 and 3, the MLEs are obtained for the sample and then used to direct in p.d.f. and c.d.f., for the next failure-time. The sample is then increased by the observed \( T_m + 1 \), the process repeated for \( T_m + 2 \), and so on.

This data set is shown in Table 4.1 which contains 136 observations of the execution time in seconds between successive failures. The sample size at the beginning of the analysis is 35 observations to estimate the models parameters and to predict the 36th failure. The process is repeated for the next observation and so on.

Table 4.2 summarizes the results concerning the quality of performance of two versions of the new model.

Table 4.2 show the U-Plot for distances are 0.2934 and 0.3024, respectively. The Kolmogorov distances of the U-Plot of the OS and NHPP are significant at 0.01 level. That is, there is evidence of optimistic prediction for the two versions of the new model, and show the Y-Plot for the OS and NHPP, respectively. The Kolmogorov distances are: 0.1027 and 0.0729, respectively.

The OS model, the Kolmogorov distance is significant for the 0.20 level. However, NHPP model, the Kolmogorov distances are nonsignificant at the 0.20 level.
In this study a new reliability growth model in which the operating time between successive failures is a continuous random variable is considered. This model has been discussed in two versions, the order statistics and the non-homogeneous Poisson process. The Kolmogorov distances for software reliability measurements have been derived from the two versions of the new model. The OS seems less optimistic than the NHPP versions on the real data set.

| Table 4.1 Execution times in s between successive failures, Musa(1981) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 3    | 30   | 113  | 81   | 115  | 9    | 2    | 91   | 112  | 15   |
| 138  | 50   | 77   | 24   | 108  | 88   | 670  | 120  | 26   | 114  |
| 325  | 55   | 242  | 68   | 422  | 180  | 10   | 1146 | 600  | 15   |
| 36   | 4    | 0    | 8    | 227  | 65   | 176  | 58   | 457  | 300  |
| 97   | 263  | 452  | 255  | 197  | 193  | 6    | 79   | 816  | 1351 |
| 148  | 21   | 233  | 134  | 357  | 193  | 236  | 31   | 369  | 748  |
| 0    | 232  | 330  | 365  | 1222 | 543  | 10   | 16   | 529  | 379  |
| 44   | 129  | 810  | 290  | 300  | 529  | 281  | 160  | 828  | 1011 |
| 445  | 296  | 1755 | 1064 | 1783 | 860  | 983  | 707  | 33   | 868  |
| 724  | 2223 | 2930 | 1461 | 845  | 12   | 261  | 1800 | 865  | 1435 |
| 30   | 143  | 108  | 0    | 3110 | 1247 | 943  | 700  | 875  | 245  |
| 729  | 1897 | 447  | 386  | 446  | 122  | 990  | 948  | 1082 | 22   |
| 75   | 482  | 5509 | 100  | 10   | 1071 | 371  | 790  | 6150 | 3321 |
| 1045 | 648  | 5485 | 1160 | 1864 | 4116 |      |      |      |      |

<table>
<thead>
<tr>
<th>Table 4.2 The analysis of data in Table 4.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Version</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>OS</td>
</tr>
<tr>
<td>NHPP</td>
</tr>
</tbody>
</table>
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