Soil moisture prediction using a support vector regression†
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Abstract
Soil moisture is a very important variable in various area of hydrological processes. We predict the soil moisture using a support vector regression. The model is trained and tested using the soil moisture data observed in five sites in the Yongdam dam basin. With respect to soil moisture data of of four sites-Jucheon, Bugui, Sangieon and Ahncheon which are used to train the model, the correlation coefficient between the estimates and the observed values is about 0.976. As the result of the application to Cheoncheon2 for validating the model, the correlation coefficient between the estimates and the observed values of soil moisture is about 0.835. We compare those results with those of artificial neural network models.
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1. Introduction
Soil moisture is a very important variable in various area of hydrological processes since it plays key role in land atmosphere interaction, rainfall runoff process and water energy balance in the basins. Therefore, last decades many studies were conducted to understand soil moisture characteristics. Recent advances of remote sensing technique of soil moisture allow us to get global data set and temporal measurements of soil moisture in ground networks also have established. The statistical characteristics of soil moisture fields and their variability were analyzed relating to the heterogeneity of precipitation, soil properties, vegetation, and topography (Kim and Barros, 2002; Rodriguez-Iturbe et al., 1995). Soil moisture prediction models were proposed using physical approaches (Sheikha et al., 2009) and statistical approaches (Laio, 2006).
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Time series analysis is an active research issue in machine learning and data engineering (Van Gestel et al., 2001). We perform the time series analysis for soil moisture prediction. Time series prediction can be regarded as the following simple numerical problem:

Time series data $x_1, \ldots, x_M$ can be divided as data whose dimension is $k$, in a view of $(x_i, \ldots, x_{i+m-1})$. In other words, the prediction of time series can be briefly considered as the problem of finding a function $f : R^k \rightarrow R$ such that $f(x_i, \ldots, x_{i+m-1}) = x_{i+m}$, for every $i (i = 1, 2, \ldots, M - m)$. Other learning tasks such as classification or similarity computation of time series data are also formulated as these simple numerical problems. Support vector regressions have successfully solved these kinds of learning problems (Ruping, 2001).

Support vector regression, one of support vector machine technique applied to regression problems, is introduced by Vapnik et al. (1997). While support vector machines are generally used for classification problem, they can be applied to the regression problem. Because of their prediction accuracy and modeling conveniences, support vector regression has been applied to a variety of fields. Ahmad et al. (2010) developed a support vector machine model for estimating soil moisture using remote sensing data and Pasolli et al. estimated soil moisture using the support vector regression technique.

In this paper, we predict soil moisture in Yongdam dam basin in Korea using the support vector regression. We briefly review the support vector regression in Section 2 and apply the support vector regression to Yongdam dam data in Korea in Section 3. And we will conclude with some remarks in Section 4.

2. Support vector regression

The main goal of regression analysis is to estimate a functional relationship between input variables $X$ and output variable $Y$. We want to find a function which fits the data well but is not much complex. So we can find the best function to optimize the risk function with a loss function and some appropriate regularizers. For examples, the quadratic loss function with $l_2$ regulization is used in the ridge regression and the quadratic loss function with $l_1$ regulization is considered in the LASSO. Appropriate loss function and regulizers can be matched for a particular purpose.

Let a training data be $D = \{(x_1, y_1), \ldots, (x_M, y_M)\}$, where $x_i \in R^k$, $y_i \in R$, $M$ is the number of the training data points, and $R^k$ is the space of input data.

Generally, fitting the function in support vector regression is based on the linear form. Let the true regression model be the linear function as follows.

$$f(x) = w^T x + \beta \quad (2.1)$$

where $w \in R^k$ and $\beta \in R$.

A $\epsilon$-insensitive loss function is proposed in the support vector regression and defined as follows:

$$I_\epsilon(y - f(x)) = \begin{cases} 0 & \text{if } |y - f(x)| \leq \epsilon, \\ |y - f(x)| - \epsilon & \text{if } |y - f(x)| > \epsilon. \end{cases}$$

This loss function ignores all error within $\pm \epsilon$ of the true regression function, $f(x)$ and it is proportional to its value out of the range of $\pm \epsilon$. This loss function enables a sparse set of
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The optimal regression function can be obtained by minimizing the risk of the regression, Risk(\(f\)), defined as follows:

\[
\text{Risk}(f) = \phi[f] + C \sum_{i=1}^{M} I_{\epsilon}(f(x_i) - y_i).
\]

where \(\phi[f]\) is the structure risk which controls smoothness or complexity of the function, \(I_{\epsilon}(\cdot)\) is the loss function and \(C\) is a pre-specified trade-off value. Generally, \(\phi[f]\) takes the form of \(\|w\|_1\) or \(\frac{1}{2}w^T w\) in support vector regression (which is called \(l_1\)-SVR, \(l_2\)-SVR, respectively).

In addition, the above linear regression model can be generalized to non-linear regression model by using Mercer’s kernel (Mercer, 1909). This could be achieved by mapping the data from the input space \(R^k\) into a high-dimensional feature space \(\chi\) by a function

\[\Pi : R^k \rightarrow \chi,\]

and solving the linear learning problem in \(\chi\). The interest is not to know the actual function \(\Pi\), but to have a kernel function \(\Psi\) which calculates the inner product in the feature space (Ruping, 2001).

\[\Psi(x_1, x_2) = \Pi(x_1) \cdot \Pi(x_2)\]

The kernel function most in use is the Gaussian radial basis function (RBF) which takes the form \(\Psi(x_1, x_2) = \exp(-\gamma\|x_1 - x_2\|^2)\). In this paper, support vector regression model with the RBF kernel is developed to predict soil moisture.

The optimization of support vector regression can be considered as follows (more specifically, the optimization of \(l_1\)-SVR),

\[
\min_{w, \beta, \xi, \xi^*} \|w\|_1 + C \sum_{i=1}^{M} (\xi_i + \xi_i^*)
\]

and the constraints are

\[
y_i - f(x_i) \leq \epsilon + \xi_i, \\
f(x_i) - y_i \leq \epsilon + \xi_i^*, \\
\xi_i \geq 0, \xi_i^* \geq 0, i = 1, \ldots, M,
\]

where \(\xi_i\) and \(\xi_i^*\) indicate the positive error and the negative error at the \(i\)th data point, respectively.

The above optimization problem can be solved by using the linear programming method. When the structure risk, \(\phi[f]\) takes \(\frac{1}{2}w^T w\) as \(l_2\)-SVR, the optimization problem becomes a quadratic programming problem (Yang et al., 2009). This quadratic optimization problem can be equivalent to the problem of minimizing the Lagrangian
\[ L = \frac{1}{2}w^Tw + C \sum_{i=1}^{M}(\xi_i + \xi_i^*) - \sum_{i=1}^{M}(\eta_i \xi_i + \eta_i^* \xi_i^*) \]
\[ - \sum_{i=1}^{M} \alpha_i(\epsilon + \xi_i - (y_i - f(x_i))) - \sum_{i=1}^{M} \alpha_i^*(\epsilon + \xi_i^* - (f(x_i) - y_i)), \]

and the constraints are

\[ \eta_i, \eta_i^*, \alpha_i, \alpha_i^* \geq 0, \]

where \( L \) is the Lagrangian and \( \eta_i, \eta_i^*, \alpha_i, \alpha_i^* \) are Lagrange multipliers.

For optimality, the following partial derivatives of \( L \) with respect to the variables \((w, \beta, \xi_i, \xi_i^*)\) have to be zero.

\[ \partial_\beta L = \sum_{i=1}^{M}(\alpha_i^* - \alpha_i) \]
\[ \partial_w L = w - \sum_{i=1}^{M}(\alpha_i^* - \alpha_i)x_i \]
\[ \partial_{\xi_i} L = C - \alpha_i - \eta_i \]
\[ \partial_{\xi_i^*} L = C - \alpha_i^* - \eta_i^*. \]

Then it yields the dual optimization problem as follows (Smola and Schölkopf, 2004):

\[ \text{maximize} = \begin{cases} 
- \frac{1}{2} \sum_{i,j=1}^{M}(\alpha_i - \alpha_i^*)(\alpha_j - \alpha_j^*)x_i^Tx_j \\
- \epsilon \sum_{i,j=1}^{M}(\alpha_i + \alpha_i^*) + \sum_{i=1}^{M} y_i(\alpha_i - \alpha_i^*) 
\end{cases} \]

subject to \( \sum_{i=1}^{M}(\alpha_i - \alpha_i^*) = 0 \) and \( \alpha_i, \alpha_i^* \in [0, C] \).

We can also consider the non-linear case through the kernelization of support vector regression. The optimization problem can be written as follows:

\[ \min_{w, \beta, \xi_i, \xi_i^*} ||w||_1 + C \sum_{i=1}^{M}(\xi_i + \xi_i^*) \] (2.2)

and the constraints are

\[ y_i - (w^T \pi(x_i) + \beta) \leq \epsilon + \xi_i, \]
\[ (w^T \pi(x_i) + \beta) - y_i \leq \epsilon + \xi_i^*, \]
\[ \xi_i \geq 0, \xi_i^* \geq 0, i = 1, \ldots, M. \] (2.3)
3. Application to soil moisture prediction at Yongdam dam basin

Figure 3.1 shows the target watershed located at the upstream Kum River basin. The area of the target watershed is 1164 km$^2$ and it consists of agriculture area (13.6%), forest (79.1%) and other type of land use (7.3%). The target watershed is selected since it has a reliable ground soil moisture monitoring network.

For modeling the support vector regression to predict soil moisture, we use some ancillary information - rainfall (rf), surface temperature (st), the normalized distance vegetation index (NDVI) derived from moderate resolution imaging spectroradiometer (MODIS) and soil moisture (sm) itself as input variables. And these variables are measured at five sites; Jucheon, Bugui, Sangieon and Ahncheon of Yongdam dam basin from 16 May 2008 to 19 Aug 2008. We can express more specifically our input variable vector as follows:

$$x_m = (rf_m, st_m, NDVI_m, sm_{m-1}), \quad m = 1, \ldots, M$$

where

$$sm_0 = \frac{\sum_{i=1}^{M-1} sm_i}{M-1}.$$ 

Since soil moisture is greatly influenced by the previous observed soil moisture, we consider the soil moisture observed at the day before $(m-1)$ as the input variable. This can improve the performance of our model to predict soil moisture.

When there is no prior information about observed data, RBF is primarily used as a kernel function in support vector regressions (Karatzoglou et al., 2006). So, we also use Gaussian RBF to estimate the model to predict soil moisture. And after dividing data into training data (Jucheon, Bugui, Sangieon, Ahncheon) and testing data (Cheoncheon2), the support vector regression model is fitted using Gaussian kernel with $C = 0.5$ and $C = 0.25$. Even though we fit the corresponding model with various trade-off values ($C \in (0.01, 20)$), the results are very similar.
To validate the feasibility of the model, four statistical criteria such as correlation coefficients (R), root mean squared error (RMSE) and mean absolute error (MAE) are considered. In addition, we compare these statistical indices values obtained from the support vector regression (SVR) model with those of the artificial neural network (ANN) model. Table 3.1 shows that in case of the SVR model, the Rs are from about 0.87 to 0.90, RMSEs are from about 1.46 to 2.31 and MAEs are from about 0.81 to 1.56 in estimating at four sites; Jucheon, Bugui, Sangieon and Ahncheon. And the results of test site-Cheoncheon2 are that the R is about 0.84, RMSE is about 2.41 and MAE is about 1.73. Meanwhile, the values of R obtained from the ANN model are from about 0.92 to 0.96, RMSEs are from about 1.00 to 1.88, and MAEs are from about 0.75 to 1.45 in estimating at four sites. In case of the test site, the R is about 0.91, RMSE is about 3.19 and MAE is about 2.72. These results show that even though the ANN model is fitted better to estimate the soil-moisture at training sites, the SVR model performs better for soil-moisture prediction than the ANN model.
Table 3.1 Statistical indices of the soil moisture estimates for each site

<table>
<thead>
<tr>
<th>Site</th>
<th>SVR</th>
<th>R</th>
<th>RMSE</th>
<th>MAE</th>
<th>Mean</th>
<th>Min.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jucheon</td>
<td></td>
<td>0.901</td>
<td>2.008</td>
<td>1.246</td>
<td>14.509</td>
<td>7.407</td>
<td>25.686</td>
</tr>
<tr>
<td>Bugui</td>
<td></td>
<td>0.883</td>
<td>1.462</td>
<td>0.813</td>
<td>27.295</td>
<td>21.924</td>
<td>31.751</td>
</tr>
<tr>
<td>Sangeon</td>
<td></td>
<td>0.871</td>
<td>2.305</td>
<td>1.556</td>
<td>27.180</td>
<td>19.121</td>
<td>33.347</td>
</tr>
<tr>
<td>Ahncheon</td>
<td></td>
<td>0.905</td>
<td>1.208</td>
<td>0.877</td>
<td>12.453</td>
<td>6.378</td>
<td>19.804</td>
</tr>
<tr>
<td>Validation</td>
<td></td>
<td>0.835</td>
<td>2.408</td>
<td>1.732</td>
<td>21.970</td>
<td>12.442</td>
<td>28.522</td>
</tr>
<tr>
<td>Cheoncheon2</td>
<td></td>
<td>0.900</td>
<td>1.393</td>
<td>1.153</td>
<td>15.067</td>
<td>4.687</td>
<td>26.298</td>
</tr>
<tr>
<td>Training</td>
<td></td>
<td>0.960</td>
<td>1.025</td>
<td>0.746</td>
<td>27.398</td>
<td>20.246</td>
<td>34.712</td>
</tr>
<tr>
<td>Sangeon</td>
<td></td>
<td>0.915</td>
<td>1.878</td>
<td>1.449</td>
<td>4.067</td>
<td>20.246</td>
<td>34.712</td>
</tr>
<tr>
<td>Ahncheon</td>
<td></td>
<td>0.942</td>
<td>1.004</td>
<td>0.769</td>
<td>12.009</td>
<td>6.322</td>
<td>17.439</td>
</tr>
<tr>
<td>Validation</td>
<td></td>
<td>0.941</td>
<td>3.192</td>
<td>2.720</td>
<td>20.731</td>
<td>11.897</td>
<td>28.472</td>
</tr>
</tbody>
</table>

Using our model based on data of five sites - Jucheon, Bugui, Sangeon, Ahncheon and Cheoncheon2, we apply it to predict soil moisture at the Yongdam dam basin. The following figures (Figure 3.2 and Figure 3.3) are some parts of predicting results.

Figure 3.4 A sample of soil moisture prediction at the Yongdam dam basin
4. Conclusion

In this study, we proposed a model for soil moisture prediction using a support vector regression. The model was applied to the Yongdam dam, since the target basin has reliable soil moisture observations for model calibration and validation. For training the model, we considered rainfall, soil moisture at $(t-1)$, surface temperature at Juheon, Bugui, Sangieon, Ahncheon sites and NDVI derived from MODIS. The results show that the correlation coefficient is about 0.976 and the value of $R^2$ is about 0.951. And data of Cheoncheon2 was used to validate the model. As the results, the correlation coefficient is about 0.835 and the value of $R^2$ is about 0.717, which reflects well the fluctuations of soil moisture. Results demonstrated that the model for soil moisture prediction using a support vector regression method and ancillary data such as soil temperature, vegetation index and rainfall should be useful to generate soil moisture fields. We compared those results with them of ANN model and ANN model performed better at the training sites but SVR model performed better at the test site.
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