Estimation of the exponential distribution based on multiply Type I hybrid censored sample†
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Abstract

The exponential distribution is one of the most popular distributions in analyzing the lifetime data. In this paper, we propose multiply Type I hybrid censoring. And this paper presents the statistical inference on the scale parameter for the exponential distribution when samples are multiply Type I hybrid censoring. The scale parameter is estimated by approximate maximum likelihood estimation methods using two different Taylor series expansion types (AMLEI, AMLEII). We also obtain the maximum likelihood estimator (MLE) of the scale parameter $\sigma$ under the proposed multiply Type I hybrid censored samples. We compare the estimators in the sense of the root mean square error (RMSE). The simulation procedure is repeated 10,000 times for the sample size $n=20$ and 40 and various censored schemes. The AMLEII is better than AMLEI in the sense of the RMSE.
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1. Introduction and notation

Consider an exponential distribution with probability density function (p.d.f.)

$$g_X(x; \sigma) = \frac{1}{\sigma} e^{-x/\sigma}, \quad x \geq 0, \quad \sigma > 0,$$

and cumulative distribution function (c.d.f.)

$$G_X(x; \sigma) = 1 - e^{-x/\sigma}, \quad x \geq 0, \quad \sigma > 0.$$

The estimation of the parameters of the exponential distribution based on censored samples has been investigated by many authors such as Balakrishnan and Sandu (1996), Kang and Cho (1998), Kang and Park (2005), Singh and Kumar (2007), Asgharzadeh (2009), Shin et al. (2010), and Lee et al. (2012). Balakrishnan and Sandu (1996) derived the best linear
unbiased estimators (BLUEs) and maximum likelihood estimation under general progressive Type II censored sample. Kang and Cho (1998) obtained the MRE for exponential distribution under general progressive Type II censored samples. Kang and Park (2005) derived an approximate maximum likelihood estimator (AMLE) for the exponentiated exponential distribution based on multiply Type II censored samples. Singh and Kumar (2007) derived a Bayes estimation based on multiply Type II censoring scheme. Asgharzadeh (2009) derived an AMLE for the scaled generalized exponential distribution under progressive Type II censoring. Shin et al. (2010) considered the parameter estimation for exponential distribution under progressive Type I interval censoring. Lee et al. (2012) considered the parameter estimation for exponential distribution under Multiply progressive Type II censoring.

There are many situation in life testing experiments in which units are lost or removed from experimentation before failure. The loss may occur carelessly or unconsciously. For example, carelessly loss may occur in the case of accidental breakage of an experimental unit. Epstein (1954) introduced a Type I hybrid censoring scheme in which the test is terminated at a random time $T^* = \min\{X_{r:n}, T\}$, where $X_{r:n}$ denotes the $r$-th ordered failure time when the sample size is $n$, $r \in \{1, 2, \ldots, n\}$ and $T \in (0, \infty)$ are pre-fixed. A schematic representation of the Type I hybrid censoring scheme is presented in Figure 1.1.

![Figure 1.1 The Type I hybrid censoring schemes](image)

Under Type I censored sample, however, some units can be failed between two points of observation with exact times of failure of these units unobserved. For example, loss may arise in life-testing experiments when the failure times of some units were not observed due to mechanical or experimental difficulties. Therefore, the new censoring method is needed.

This study has two aims. The first is to propose a multiply Type I hybrid censoring scheme. The second aim is to consider the MLE of the scale parameter $\sigma$ when the data are multiply Type I hybrid censored samples. However, MLE cannot be obtained in a closed form. We use the AMLEs as an approximate estimator of scale parameter. The rest of the paper is organized as follows. In section 2, we propose the multiply Type I hybrid censoring scheme. In section 3, we derive some AMLEs of the $\sigma$ for the exponential distribution under the proposed multiply Type I hybrid censored samples. The $\sigma$ is estimated by approximation method using two different Taylor series expansion types.
2. Multiply Type I hybrid censoring

Under the Type I hybrid censoring scheme, suppose the experimenter fails to observe the middle \( l \) observations. Now, let

Case I : \( \{ X_{a_1,n} < X_{a_2,n} < \cdots < X_{a_{s-1},n} < X_{a_s,n} < T \} \) if \( X_{a_s,n} < T \),

\begin{equation}
(2.1)
\end{equation}

Case II : \( \{ X_{a_1,n} < X_{a_2,n} < \cdots < X_{a_{s-1},n} < X_{a_s,n} < T < X_{a_{s+1},n} < \cdots < X_{a_d,n} \} \)

if \( d < s \), and \( X_{a_d,n} < T < X_{a_{d+1},n} \).

\begin{equation}
(2.2)
\end{equation}

Note that, \( X_{a_{i,n}} \) denote the \( a_i \)th failure, \( a_i = r + \sum_{j=1}^{i-1} l_j \) if \( r + \sum_{j=1}^{s-1} l_j < n \), and \( a_s = n \) if \( r + \sum_{j=1}^{s-1} l_j \geq n \). \( l_i = a_{i+1} - a_i + 1 \), where \( i = 1, 2, \ldots, s - 1 \), and \( l = \sum_{i=1}^{s-1} l_i \). In case II, \( X_{a_d,n} < T < X_{a_{d+1},n} \) means that the \( a_d \)th failure took place before \( T \), and no failure took place between \( X_{a_d,n} \) and \( T \). A schematic representation of the multiply Type I hybrid censoring scheme is presented in Figure 2.2.
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Let \( a_1 = 1 \), the likelihood function based on (2.1) and (2.2) is given by

Case I

\[ L \propto \prod_{i=1}^{s} g(x_{a_i,n}) \left[ 1 - G(x_{a_{i+1},n}) \right]^{n-a_i} \prod_{i=2}^{s} \left[ G(x_{a_{i-1},n}) - G(x_{a_{i-1},n}) \right]^{i-1}, \]

Case II

\[ L \propto \prod_{i=1}^{d} g(x_{a_i,n}) \left[ 1 - G(T) \right]^{n-a_i} \prod_{i=2}^{d} \left[ G(x_{a_{i-1},n}) - G(x_{a_{i-1},n}) \right]^{i-1}. \]

Therefore, case I and case II can be combined, and can be written as

\[ L \propto \prod_{i=1}^{d} g(x_{a_i,n}) \left[ 1 - G(D) \right]^{n-a_i} \prod_{i=2}^{d} \left[ G(x_{a_{i-1},n}) - G(x_{a_{i-1},n}) \right]^{i-1}, \]

(2.3)

where \( u \) denotes the number of failures; and \( D = x_{a_i,n} \) if \( x_{a_i,n} < T \), and \( D = T \) if \( x_{a_i,n} > T \).

Let \( Z_{a_i,n} = X_{a_i,n}/\sigma \) and then the variables \( Z_{a_i,n} \) have a standard exponential distribution with pdf \( f(z_{a_i,n}) = e^{-z_{a_i,n}}, z_{a_i,n} \geq 0 \), and cdf \( F(z_{a_i,n}) = 1 - e^{-z_{a_i,n}}, z_{a_i,n} \geq 0 \), we may rewrite the above likelihood function as

\[ L \propto \sigma^{-u} \prod_{i=1}^{u} f(z_{a_i,n}) \left[ 1 - F(D) \right]^{n-a_i} \prod_{i=2}^{u} \left[ F(z_{a_{i-1},n}) - F(z_{a_{i-1},n}) \right]^{i-1}. \]

(2.4)
Upon substituting for the functions $F(\cdot)$ and $f(\cdot)$, we obtain from (2.4) that
\[
\ln L \propto -u \ln \sigma + \sum_{i=1}^{n} \left[ \ln f(z_{a_{i},n}) + (n - a_{i}) \ln [1 - F(D)] \right] \\
+ \sum_{i=2}^{n} l_{i-1} \ln \left[ F(z_{a_{i},n}) - F(z_{a_{i-1},n}) \right].
\]
(2.5)

On differentiating the log-likelihood functions with respect to $\sigma$ of (2.5) and equation to zero, we obtain the estimating equations as
\[
\frac{\partial \ln L}{\partial \sigma} = - \frac{1}{\sigma} \left[ u - \sum_{i=1}^{n} z_{a_{i},n} - (n - a_{i}) z_{D} \right] \\
+ \sum_{i=2}^{n} l_{i-1} \left\{ \frac{f(z_{a_{i},n}) z_{a_{i},n} - f(z_{a_{i-1},n}) z_{a_{i-1},n}}{F(z_{a_{i},n}) - F(z_{a_{i-1},n})} \right\} \\
= 0.
\]
(2.6)

We can find the MLE $\hat{\sigma}$ of $\sigma$ that maximize the log-likelihood function in (2.5) by solving (2.6). Since (2.6) cannot be solved explicitly, some numerical methods must be employed. So we use the Newton-Raphson method to obtain the numerical solution of (2.6).

### 3. Approximate maximum likelihood estimators

Since (2.6) cannot be solved explicitly, it will be desirable to consider an approximation to the likelihood equations which provide us with explicit estimators for $\sigma$. See for example the work of Cho et al. (2013), Kang and Lee (2013), and Lee and Lee (2012).

Let $\xi_{q_{i},n} = F^{-1}(p_{q_{i},n}) = -\ln (1 - p_{q_{i},n}) = -\ln (q_{a_{i},n})$, where
\[
p_{q_{i},n} = \frac{a_{i}}{n+1}, \quad i = 1, \ldots, s.
\]

First, we expand the functions $\frac{f(z_{a_{i},n})}{F(z_{a_{i},n}) - F(z_{a_{i-1},n})}$ and $\frac{f(z_{a_{i-1},n})}{F(z_{a_{i},n}) - F(z_{a_{i-1},n})}$ in Taylor series around the points $\xi_{q_{i},n}$.

Then, we can approximate the functions by
\[
\frac{f(z_{a_{i},n})}{F(z_{a_{i},n}) - F(z_{a_{i-1},n})} \simeq \alpha_{1i} + \beta_{1i} z_{a_{i},n} + \gamma_{1i} z_{a_{i-1},n},
\]
(3.1)

and
\[
\frac{f(z_{a_{i-1},n})}{F(z_{a_{i},n}) - F(z_{a_{i-1},n})} \simeq \alpha_{2i} + \beta_{2i} z_{a_{i},n} + \gamma_{2i} z_{a_{i-1},n},
\]
(3.2)

where
\[
\alpha_{1i} = \frac{q_{a_{i},n}}{p_{a_{i},n} - p_{a_{i-1},n}} \left[ 1 + \xi_{q_{i},n} + \frac{q_{a_{i},n} \xi_{q_{i},n} - q_{a_{i-1},n} \xi_{q_{i-1},n}}{p_{a_{i},n} - p_{a_{i-1},n}} \right],
\]
\[
\beta_{1i} = -\frac{q_{a_{i},n}}{p_{a_{i},n} - p_{a_{i-1},n}} \left[ 1 + \frac{q_{a_{i},n}}{p_{a_{i},n} - p_{a_{i-1},n}} \right],
\]
\[
\gamma_{1i} = \frac{q_{a_{i},n} q_{a_{i-1},n}}{(p_{a_{i},n} - p_{a_{i-1},n})^2}.
\]
\[
\alpha_{2i} = \frac{q_{a_{i-1}:n}}{p_{a_{i}:n} - p_{a_{i-1}:n}} \left[ 1 + \xi_{a_{i-1}:n} + \frac{q_{a_{i}:n} \xi_{a_{i}:n} - q_{a_{i-1}:n} \xi_{a_{i-1}:n}}{p_{a_{i}:n} - p_{a_{i-1}:n}} \right],
\]
\[
\beta_{2i} = -\frac{q_{a_{i}:n} q_{a_{i-1}:n}}{1 - \frac{q_{a_{i-1}:n}}{p_{a_{i}:n} - p_{a_{i-1}:n}}},
\]
\[
\gamma_{2i} = -\frac{q_{a_{i-1}:n}}{p_{a_{i}:n} - p_{a_{i-1}:n}} \left[ 1 - \frac{q_{a_{i-1}:n}}{p_{a_{i}:n} - p_{a_{i-1}:n}} \right].
\]

By substituting the equations (3.1) and (3.2) into (2.6), we may approximate the equation in (2.6) by
\[
\frac{\partial \ln L}{\partial \sigma} \simeq \frac{\partial \ln L^*}{\partial \sigma} = -\frac{1}{\sigma} \left[ u - \sum_{i=1}^{u} z_{a_{i}:n} - (n - a_u) z_D \right.
\]
\[
+ \sum_{i=2}^{u} l_{i-1} \left. \left\{ (\alpha_{1i} + \beta_{1i} z_{a_{i}:n} + \gamma_{1i} z_{a_{i-1}:n}) z_{a_{i}:n} \right. \right.
\]
\[
- (\alpha_{2i} + \beta_{2i} z_{a_{i}:n} + \gamma_{2i} z_{a_{i-1}:n}) z_{a_{i-1}:n} \right) \right] = 0.
\]
(3.3) is a quadratic equation in \( \sigma \), with its roots given by
\[
\hat{\sigma}_1 = \frac{B_1 + \sqrt{B_1^2 - 4uC_1}}{2u},
\]
where
\[
B_1 = \sum_{i=1}^{u} x_{a_{i}:n} + (n - a_u) D - \sum_{i=2}^{u} l_{i-1} (\alpha_{1i} x_{a_{i}:n} - \alpha_{2i} x_{a_{i-1}:n}),
\]
\[
C_1 = \sum_{i=2}^{u} l_{i-1} \left( \beta_{1i} x_{a_{i}:n}^2 + 2 \gamma_{1i} x_{a_{i}:n} x_{a_{i-1}:n} - \gamma_{2i} x_{a_{i-1}:n}^2 \right).
\]
Since \( \beta_{1i} x_{a_{i}:n}^2 + 2 \gamma_{1i} x_{a_{i}:n} x_{a_{i-1}:n} - \gamma_{2i} x_{a_{i-1}:n}^2 \leq 0 \), the estimator \( \hat{\sigma}_1 \) is always positive.

To develop interval estimation for the \( \sigma \), we need to compute the asymptotic variance which is related to the Fisher information. From (3.3), we obtain
\[
E \left( -\frac{\partial^2 \ln L^*}{\partial \sigma^2} \right) = \frac{D^*}{\bar{\sigma}^2},
\]
where
\[
D^* = 2 \left[ \sum_{i=1}^{u} E(z_{a_{i}:n}) + (n - a_u) E(z_D) - \sum_{i=2}^{u} l_{i-1} (\alpha_{1i} E(z_{a_{i}:n}) - \alpha_{2i} E(z_{a_{i-1}:n})) \right]
\]
\[
- 3 \sum_{i=2}^{u} l_{i-1} (\beta_{1i} z_{a_{i}:n}^2 + 2 \gamma_{1i} z_{a_{i}:n} z_{a_{i-1}:n} - \gamma_{2i} z_{a_{i-1}:n}^2) - u.
\]
This quantity may be computed by using Balakrishnan and Cohen (1991):

\[ E(z_{i:n}) = \frac{n!}{(i-1)!(n-i)!} \sum_{m=0}^{i-1} (-1)^m \binom{i-1}{m} (n+m-i+1)^{-2}, \]

\[ E(z_{i:n}^2) = 2\frac{n!}{(i-1)!(n-i)!} \sum_{m=0}^{i-1} (-1)^m \binom{i-1}{m} (n+m-i+1)^{-3}, \]

\[ E(z_{i:n} z_{j:n}) = K \sum_{m=0}^{i-1} \sum_{v=0}^{j-1} (-1)^{i-1-v+m} \binom{i-1}{m} \binom{j-i-1}{v} \phi(a, b), \]

where \( K = \frac{n!}{(i-1)! (j-i-1)! (n-j)!} \), \( \phi(a, b) = (ab)^{-2} IB_{a/(a+b)}(2,2) \), \( a = m + v + 1 \), \( b = n - i - v \), \( 1 \leq i < j \leq n \), \( b \leq a \), and \( IB_p(d_1, d_2) \) is incomplete beta function.

The asymptotic variance of the AMLE\( \hat{\sigma} \) of \( \sigma \) is given by

\[ Var(\hat{\sigma}) \simeq \frac{1}{E[-\partial^2 \ln L*/\partial \sigma^2]}. \]

Second, we expand the functions \( \frac{f(z_{a:n}) z_{a:n} - f(z_{a-1:n}) z_{a-1:n}}{F(z_{a:n}) - F(z_{a-1:n})} \) in Taylor series around the points \( \xi_{a:n} \).

Then, we can approximate the functions by the equations,

\[ \frac{f(z_{a:n}) z_{a:n} - f(z_{a-1:n}) z_{a-1:n}}{F(z_{a:n}) - F(z_{a-1:n})} \simeq \alpha_{3i} + \beta_{3i} z_{a:n} + \gamma_{3i} z_{a-1:n}, \quad (3.5) \]

where

\[ \alpha_{3i} = \frac{q_{a:n} \xi_{a:n}^2 - q_{a-1:n} \xi_{a-1:n}^2}{p_{a:n} - p_{a-1:n}} + \left[ \frac{q_{a:n} \xi_{a:n} - q_{a-1:n} \xi_{a-1:n}}{p_{a:n} - p_{a-1:n}} \right]^2, \]

\[ \beta_{3i} = \frac{q_{a:n}}{p_{a:n} - p_{a-1:n}} \left[ 1 - \xi_{a:n} - \frac{q_{a:n} \xi_{a:n} - q_{a-1:n} \xi_{a-1:n}}{p_{a:n} - p_{a-1:n}} \right], \]

\[ \gamma_{3i} = -\frac{q_{a-1:n}}{p_{a:n} - p_{a-1:n}} \left[ 1 - \xi_{a-1:n} - \frac{q_{a:n} \xi_{a:n} - q_{a-1:n} \xi_{a-1:n}}{p_{a:n} - p_{a-1:n}} \right]. \]

By substituting (3.5) into (2.6), we may approximate the equations in (2.6) by

\[ \frac{\partial \ln L}{\partial \sigma} \simeq \frac{\partial \ln L^{**}}{\partial \sigma} = -\frac{1}{\sigma} \left[ u - \sum_{i=1}^{u} z_{a:i:n} - (n - a_u) z_D \right. \]

\[ + \left. \sum_{i=2}^{u} (a_{3i} + \beta_{3i} z_{a:n} + \gamma_{3i} z_{a-1:n}) \right] = 0. \quad (3.6) \]

We can derive AMLE as follows:

\[ \hat{\sigma}_{II} = \frac{B_{II}}{C_{II}}, \quad (3.7) \]
where
\[ B_{II} = \sum_{i=1}^{u} x_{a_i:n} + (n - a_u)D - \sum_{i=2}^{u} l_{i-1} \left( \beta_{3i} x_{a_i:n} + \gamma_{3i} x_{a_{i-1}:n} \right), \]
\[ C_{II} = u + \sum_{i=2}^{u} l_{i-1} \alpha_{3i}. \]

To develop interval estimation for the \( \sigma \), we need to compute the asymptotic variance which is related to the Fisher information. From (3.6), we obtain
\[ E \left( -\frac{\partial^2 \ln L^{**}}{\partial \sigma^2} \right) = \frac{D^{**}}{\sigma^2}, \]
where
\[ D^{**} = 2 \left[ \sum_{i=1}^{u} E(z_{a_i:n}) + (n - a_u)E(zD) - \sum_{i=2}^{u} l_{i-1} \left( \beta_{3i} E(z_{a_i:n}) + \gamma_{3i} E(z_{a_{i-1}:n}) \right) \right] \]
\[ - \sum_{i=2}^{u} l_{i-1} \alpha_{3i} - u. \]

This quantity may be computed by using Balakrishnan and Cohen (1991):
\[ E(z_{i:n}) = \frac{n!}{(i-1)![(n-i)!]} \sum_{m=0}^{i-1} (-1)^m \binom{i-1}{m} (n + m - i + 1)^{-2}. \]

The asymptotic variance of the AMLE \( \hat{\sigma}_{II} \) of \( \sigma \) is given by
\[ \text{Var}(\hat{\sigma}_{II}) \simeq \frac{1}{E[-\frac{\partial^2 \ln L^{**}}{\partial \sigma^2}]}. \]

4. Illustrative example and simulated results

In this section, we present examples to illustrate the methods and assess the performance of estimators discussed in the previous sections.

4.1. Real data

Nelson (1982) gives data on times to breakdown of an insulating fluid in an accelerated test conducted at various test voltage. The data are as follows:

<table>
<thead>
<tr>
<th>Time (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.19</td>
</tr>
<tr>
<td>0.78</td>
</tr>
<tr>
<td>0.96</td>
</tr>
<tr>
<td>1.31</td>
</tr>
<tr>
<td>2.78</td>
</tr>
<tr>
<td>3.16</td>
</tr>
<tr>
<td>4.15</td>
</tr>
<tr>
<td>4.67</td>
</tr>
<tr>
<td>4.85</td>
</tr>
<tr>
<td>6.50</td>
</tr>
<tr>
<td>7.35</td>
</tr>
<tr>
<td>8.01</td>
</tr>
<tr>
<td>8.27</td>
</tr>
<tr>
<td>12.06</td>
</tr>
<tr>
<td>31.75</td>
</tr>
<tr>
<td>32.52</td>
</tr>
<tr>
<td>33.91</td>
</tr>
<tr>
<td>36.71</td>
</tr>
<tr>
<td>72.89</td>
</tr>
</tbody>
</table>

For this data set, Balakrishnan and Sandu (1996) indicated that the one-parameter exponential distribution provides a satisfactory fit. In this example, we assume that the underlying distribution of this data is the exponential distribution based on the multiply Type I hybrid censoring scheme (i.e., \( n = 19, T = 30, r = 12, \) and \( a_i = 1 \sim 2, 4 \sim 19 \)). From (3.4), and (3.7), the AMLEs \( \hat{\sigma}_I = 18.9059 \), and \( \hat{\sigma}_{II} = 18.5522 \) are obtained. The MLE of \( \sigma \) is numerically found in this case to be \( \hat{\sigma} = 18.3325 \).
4.2. Simulation results

To compare the performance of the proposed estimators of $\sigma$, we simulated the RMSE and bias of all proposed estimators, by employing the Monte Carlo simulation method. The multiply Type I hybrid censored samples for sample size $n = 20$ and 40, and various censoring schemes from the standard exponential distribution are generated. Using this data, the RMSEs of all proposed estimators are calculated. We mainly compare the performances of the proposed estimators of $\sigma$, in terms of their biases and RMSEs for various censoring schemes. The simulation results are presented in Table 4.1, respectively.

From Table 4.1, the following general observations can be made. For all the methods, the RMSEs and biases of all estimators decrease as sample size $n$ increases. For fixed sample size $n$, the RMSE and bias increase generally as the pre-fixed number $r$ decreases. For fixed sample size $n$ and pre-fixed number $r$, the RMSE and bias decrease generally as the number of pre-fixed time $T$ increases. From Table 4.1, we observed that the MLE and $\hat{\sigma}_{II}$ are almost same values in terms of RMSE and bias. It is also seen that the RMSE and bias of the MLE and $\hat{\sigma}_{II}$ are generally more efficient than the $\hat{\sigma}_{I}$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$T$</th>
<th>$r$</th>
<th>MLE (RMSE, Bias)</th>
<th>AMLE (RMSE, Bias)</th>
<th>AMLE (RMSE, Bias)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1, 2, 5–8, 10–20</td>
<td>15</td>
<td>28,120 (.03495)</td>
<td>29,070 (.05009)</td>
<td>28,121 (.03499)</td>
</tr>
<tr>
<td>15</td>
<td>28,121 (.03499)</td>
<td>28,121 (.03499)</td>
<td>28,121 (.03499)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>28,121 (.03499)</td>
<td>28,121 (.03499)</td>
<td>28,121 (.03499)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1. The RMSEs, and biases of the MLE, and AMLEs

<table>
<thead>
<tr>
<th>$n$</th>
<th>$T$</th>
<th>$r$</th>
<th>MLE (RMSE, Bias)</th>
<th>AMLE (RMSE, Bias)</th>
<th>AMLE (RMSE, Bias)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1, 2, 5–8, 10–20</td>
<td>15</td>
<td>28,120 (.03495)</td>
<td>29,070 (.05009)</td>
<td>28,121 (.03499)</td>
</tr>
<tr>
<td>15</td>
<td>28,121 (.03499)</td>
<td>28,121 (.03499)</td>
<td>28,121 (.03499)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>28,121 (.03499)</td>
<td>28,121 (.03499)</td>
<td>28,121 (.03499)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From Table 4.1, the following general observations can be made. For all the methods, the RMSEs and biases of all estimators decrease as sample size $n$ increases. For fixed sample size $n$, the RMSE and bias increase generally as the pre-fixed number $r$ decreases. For fixed sample size $n$ and pre-fixed number $r$, the RMSE and bias decrease generally as the number of pre-fixed time $T$ increases. From Table 4.1, we observed that the MLE and $\hat{\sigma}_{II}$ are almost same values in terms of RMSE and bias. It is also seen that the RMSE and bias of the MLE and $\hat{\sigma}_{II}$ are generally more efficient than the $\hat{\sigma}_{I}$.
5. Conclusions

In this paper, we proposed the multiply Type I hybrid censoring. We also consider the estimation for the exponential distribution based on multiply Type I hybrid censored sample. We provide the MLE of the \( \sigma \) by numerical method. We also provide approximate MLE of the \( \sigma \), and it can be obtained explicitly. We compare the performance of the proposed estimators by Monte Carlo simulations, MLE and \( \hat{\sigma}_{II} \) work quite well.
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