Deep LS-SVM for regression†
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Abstract

In this paper, we propose a deep least squares support vector machine (LS-SVM) for regression problems, which consists of the input layer and the hidden layer. In the hidden layer, LS-SVMs are trained with the original input variables and the perturbed responses. For the final output, the main LS-SVM is trained with the outputs from LS-SVMs of the hidden layer as input variables and the original responses. In contrast to the multilayer neural network (MNN), LS-SVMs in the deep LS-SVM are trained to minimize the penalized objective function. Thus, the learning dynamics of the deep LS-SVM are entirely different from MNN in which all weights and biases are trained to minimize one final error function. When compared to MNN approaches, the deep LS-SVM does not make use of any combination weights, but trains all LS-SVMs in the architecture. Experimental results from real datasets illustrate that the deep LS-SVM significantly outperforms state of the art machine learning methods on regression problems.
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1. Introduction

Vapnik (1995) and his group at AT&T Bell Laboratories firstly developed the support vector machine (SVM), which has been successfully applied to a number of real world problems such as the classification and regression. Despite of lots of successful applications of SVM in regression and classification problems, a quadratic programming problem is required to train SVM, which is computationally formidable in many cases. Suykens and Vanderwalle (1999) introduced the least squares SVM (LS-SVM) which is a least squares version of SVM. LS-SVM has been proved to be a very appealing and promising method. Introductions and overviews of recent developments of SVM and LS-SVM can be found in Smola and Scholkopf (1998), Suykens et al. (2001), Hwang (2014, 2015, 2016), Seok (2015), and Shim and Seok
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SVM and LS-SVM are in principle shallow architectures and thus tend to perform worse for the complicated data because of its simple structure (Bengio and Le Cun, 2007). However, deep architectures with neural networks have been shown to achieve state-of-the-art performances in many pattern recognition problems.

As a result, several researchers have studied whether kernel learning can be modified for deep learning. For example, Cho and Saul (2009) firstly studied the kernel method for deep learning by optimizing an arccosine kernel which mimics the massive random projections of an infinite neural network. However, the method did not allow easily tunable parameters beyond the first layer. Zhuang et al. (2011) proposed to tune a combination of kernels but had trouble optimizing the network beyond two layers. For classification problems, Li et al. (2014) proposed deep twin support vector machine, which combines twin support vector machine with deep learning ideas. Wiering and Schomaker (2014) described a simple method for constructing and training multilayer SVMs.

In this paper, we present the deep LS-SVM that combines ideas from deep neural network architectures with those of LS-SVM. We can easily make the association between our approach and multilayer neural network (MNN) by replacing each LS-SVM with each individual neuron. However, in the deep LS-SVM, LS-SVMs of the hidden layer and the main LS-SVM are trained to minimize the penalized objective function.

The remainder of paper is organized as follows. In Section 2 we give a brief review LS-SVM. In Section 3 we propose the deep LS-SVM which consists of input layer and hidden layer. In Section 4 we illustrate the performance of the proposed method through five real data sets. Section 5 contains the conclusions.

2. LS-SVM

Given the training data set $D = \{(x_i, y_i)\}_{i=1}^n$ with each input vector $x_i \in \mathbb{R}^d$ and the response $y_i \in \mathbb{R}$, and a test data point by $x_t$, we consider the nonlinear regression function given as the form of $f(x) = w^T \phi(x) + b$, where $b$ is a bias. Here $\phi : \mathbb{R}^d \rightarrow \mathbb{R}^{d_f}$ is the nonlinear feature mapping function which maps the input space to the higher dimensional feature space, where the dimension $d_f$ defined in an implicit way.

The optimization problem of LS-SVM is defined as follows:

$$
\min \frac{1}{2} w^T w + \frac{C}{2} \sum_{i=1}^n e_i^2
$$

subject to $e_i = y_i - w^T \phi(x_i) - b, i = 1, \cdots, n,$

where $C > 0$ is a penalty parameter which controls the tradeoff between the goodness-of-fit on the data and $w^T w$. From (2.1) the Lagrangian function can be constructed as follows:

$$
L = \frac{1}{2} w^T w + \frac{C}{2} \sum_{i=1}^n e_i^2 - \sum_{i=1}^n \alpha_i (e_i - y_i + w^T \phi(x_i) + b),
$$

where $\alpha_i$’s are the Lagrangian multipliers.
From the optimality conditions we have,
\[ \frac{\partial L}{\partial w} = 0 \rightarrow w - \sum_{i=1}^{n} \alpha_i \phi(x_i) = 0 \]
\[ \frac{\partial L}{\partial b} = 0 \rightarrow \sum_{i=1}^{n} \alpha_i = 0 \]
\[ \frac{\partial L}{\partial e_i} = 0 \rightarrow Ce_i - \alpha_i = 0, \quad i = 1, \cdots, n \]
\[ \frac{\partial L}{\partial \alpha_i} = 0 \rightarrow e_i - y_i + w^T \phi(x_i) + b = 0, \quad i = 1, \cdots, n, \]
which are equivalent to the linear equations as follows:
\[ y_i = \sum_{j=1}^{n} K(x_i, x_j) \alpha_i + \alpha_i/C + b, \quad i = 1, \cdots, n, \quad \text{and} \quad \sum_{i=1}^{n} \alpha_i = 0, \tag{2.3} \]
where \( K(x_i, x_j) = \phi(x_i)' \phi(x_j) \), which is obtained by the application of Mercer’s conditions (1909).

From the linear equation (2.3) the optimal Lagrange multipliers and the estimated bias, \( \hat{\alpha}_i \)'s and \( \hat{b} \) can be obtained. Then the predicted regression function given \( x_t \in \mathbb{R}^p \) is obtained as
\[ \hat{f}(x_t) = k_t \hat{\alpha} + \hat{b} = H_t y, \tag{2.4} \]
where \( k_t = (K(x_t, x_1), \cdots, K(x_t, x_n))' \), \( \hat{\alpha} = (\alpha_1, \cdots, \alpha_n)' \), \( H_t = (k_t, 1)H_0 \) with
\[ H_0 = \left( (K + I/C)^{-1} - (K + I/C)^{-1} (1'(K + I/C)^{-1} 1) K (K + I/C)^{-1} \right) \]
and the \( n \times n \) kernel matrix \( K \) with elements \( K_{ij} = K(x_i, x_j) \).

The performance of LS-SVM is affected by the penalty parameter and the kernel parameters. To select the optimal values of those parameters of LS-SVM, we use the leave-one-out cross validation (LOOCV) function as follows:
\[ CV(\theta) = \frac{1}{n} \sum_{i=1}^{n} \left( y_i - \hat{f}_t^{(-i)}(\theta) \right)^2, \tag{2.5} \]
where \( \theta \) is a candidate set of the penalty and the kernel parameters and \( \hat{f}_t^{(-i)}(\theta) \) is the predicted value of \( f(x_i) \) obtained from data without the \( i \)th observation. Since for each candidate set of the penalty and the kernel parameters, \( \hat{f}_t^{(-i)}(\theta) \) for \( i = 1, \cdots, n \), should be evaluated, selecting parameters using LOOCV function is computationally formidable. By using leaving-out-one lemma (Wahba, 1990) and the first order of Taylor expansion, the ordinary cross validation function is obtained as follows:
\[ OCV(\theta) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{y_i - \hat{f}_t(\theta)}{1 - \frac{\partial \hat{f}_t}{\partial y_i}} \right)^2 = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{y_i - \hat{f}(\theta)}{1 - \hat{h}_i(\theta)} \right)^2, \tag{2.6} \]
where \( h_{ii}(\theta) \) for \( i = 1, \ldots, n \), is the \( i \)th diagonal element of the hat matrix \( H \) such that \( \hat{f} = (f(x_1), \ldots, f(x_n))' = Hy \). By averaging \((1 - h_{ii}(\theta))\) in (2.6) by \((1 - \text{trace}(H))/n\), the generalized cross validation (GCV) function is obtained as follows:

\[
GCV(\theta) = \frac{n \sum_{i=1}^{n} (y_i - \hat{f}_i(\theta))^2}{(n - \text{trace}(H))^2}.
\] (2.7)

### 3. Deep LS-SVM

Given the training data set \( D = \{(x_i, y_i)\}_{i=1}^{n} \) with each input vector \( x_i \in \mathbb{R}^d \) and the response \( y_i \in \mathbb{R} \), and a test data point by \( x_t \), we consider the nonlinear regression. We consider a two-layer deep LS-SVM as shown in Figure 3.1.

![Figure 3.1 Architecture of a two-layer deep LS-SVM with three LS-SVMs of the hidden layer](image)

The deep LS-SVM has two layer architecture, which consists of an input layer of \( d \) input variables and \( d_L \) LS-SVMs (in figure \( d_L = 3 \)) of the hidden layer. In the hidden layer, each LS-SVM is trained to produce one output \( f_\ell(x) \) for an input vector \( x \). For computing the hidden layer representation \( f_\ell(x) \) we use as follows:

\[
f_\ell(x_i) = \sum_{j=1}^{n} K_1(x_i, x_j)\alpha_{j\ell} + b_\ell, \ \ell = 1, \ldots, d_L \tag{3.1}
\]

where \( \alpha_{j\ell} \) is Lagrange multiplier, \( b_\ell \) is a bias and \( K_1(\cdot, \cdot) \) is a kernel function used for the \( \ell \)th LS-SVM of the hidden layer, respectively. To produce different outputs of each hidden layer LS-SVM, the initial responses are constructed as follows:

\[
y_\ell = y_i + \gamma_\ell, \ i = 1, \ldots, n, \ \ell = 1, \ldots, d_L, \tag{3.2}
\]

where \( \gamma_\ell \) is a some random value in \((-\gamma, \gamma)\) with a metaparameter \( \gamma > 0 \) as in Wiering and Schomaker (2014).

Here \( f_\ell = (f_\ell(x_1), \ldots, f_\ell(x_n))' \) can be written as the linear combination of the response vector of the \( \ell \)th LS-SVM of the hidden layer as follows:

\[
f_\ell = (f_\ell(x_1), \ldots, f_\ell(x_n))' = H_\ell y_\ell \tag{3.3}
\]

where \( H_\ell = (K_1, 1)H_0 \) with the \( n \times n \) kernel matrix \( K_1 \) and \( H_0 \) in (2.4), and \( y_\ell = (y_{\ell1}, \ldots, y_{\ell n})' \).
Finally, there is a main LS-SVM, which learns to estimate the regression function \( g(x) \) for an input vector \( x \). For computing the output of the whole system, the main LS-SVM maps the produced hidden layer outputs to the final output as follows:

\[
g(x_i) = \sum_{j=1}^{n} K_2(f(x_i), f(x_j))\alpha_j + b, \tag{3.4}
\]

where \( f(x_i) = (f_1(x_i), \ldots, f_{d_L}(x_i))' \), \( f(x_j) = (f_1(x_j), \ldots, f_{d_L}(x_j))' \) is \( d_L \times 1 \) input vector for the main LS-SVM and \( K_2(\cdot, \cdot) \) is a kernel function used in the main LS-SVM.

The objective function of the main LS-SVM for Lagrange multipliers and bias can be written as follows:

\[
J(\alpha, b) = \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j K_2(f(x_i|\theta), f(x_j|\theta)) + \frac{1}{2C} \sum_{i=1}^{n} \alpha_i^2 - \sum_{i=1}^{n} \alpha_i y_i + b \sum_{i=1}^{n} \alpha_i \tag{3.5}
\]

The optimal Lagrange multipliers and the estimated bias can be obtained from the linear equations as follows:

\[
\begin{pmatrix}
K_2 + I/C & 1_n \\
1_n & 0
\end{pmatrix}
\begin{pmatrix}
\alpha \\
b
\end{pmatrix}
= \begin{pmatrix}
y' \\
0
\end{pmatrix}, \tag{3.6}
\]

where \( K_2 \) is \( n \times n \) kernel matrix with element \( K_2(f(x_i|\theta), f(x_j|\theta)) \) and \( \alpha = (\alpha_1, \ldots, \alpha_n)' \).

In this paper we use the radial basis function (RBF) kernels in both layers of the deep LS-SVM. For the main LS-SVM and LS-SVMs of the hidden layer, the RBF kernels are defined respectively as follows:

\[
K_2(f(x_i), f(x_j)) = \exp \left( -\frac{1}{\sigma_2^2} \sum_{\ell=1}^{d_L} (f_\ell(x_i) - f_\ell(x_j))^2 \right)
\]

\[
K_1(x_i, x_j) = \exp \left( -\frac{1}{\sigma_1^2} \sum_{k=1}^{d} (x_{ik} - x_{jk})^2 \right),
\]

where \( \sigma_2 > 0 \) and \( \sigma_1 > 0 \) are kernel parameters of RBF kernels.

The deep LS-SVM updates the input variables of the main LS-SVM (outputs of LS-SVMs of the hidden layer) with a backpropagation algorithm of Rumelhart et al. (1986) as follows:

\[
f_\ell^{(new)}(x_i) = f_\ell(x_i) - \eta \frac{\partial J}{\partial f_\ell(x_i)},
\]

where \( \eta > 0 \) is a learning rate and

\[
\frac{\partial J}{\partial f_\ell(x_i)} = -\frac{\alpha_i}{\sigma_2} \sum_{j=1}^{n} \alpha_j (f_\ell(x_i) - f_\ell(x_j)) K_2(f_\ell(x_i), f_\ell(x_j)). \tag{3.7}
\]

The updated response vector for the \( \ell \)th LS-SVM of the hidden layer is obtained as follows:

\[
y_\ell^{(new)} = H_\ell^{-1} f_\ell^{(new)}, \tag{3.8}
\]

where \( f_\ell^{(new)} = (f_\ell^{(new)}(x_1), \ldots, f_\ell^{(new)}(x_n))' \) and \( H_\ell \) is the hat matrix obtained in (3.3).
Thus the learning algorithm of the deep LS-SVM is given as follows:

(i) Train LS-SVMs of the hidden layer with \( \{(x_i, y_{i\ell})\}_{i=1}^{n}, \ell = 1, \cdots, d_L \), using the prespecified values of the penalty parameters and the kernel parameters, where \( y_{i\ell} \) is the initially perturbed response constructed by (3.2).

(ii) Train the main LS-SVM with \( \{((f_1(x_i), \cdots, f_{dL}(x_i)), y_i)\}_{i=1}^{n} \) using the prespecified values of the penalty parameters and the kernel parameters.

(iii) Use backpropagation algorithm to update \( y_{i\ell}, \ell = 1, \cdots, d_L \), for LS-SVMs of the hidden layer by (3.7) and (3.8).

(iv) Train LS-SVMs of the hidden layer with \( \{(x_i, f_{\ell}(x_i))\}_{i=1}^{n}, \ell = 1, \cdots, d_L \).

(v) Train the main LS-SVM with \( \{((f_1(x_i), \cdots, f_{dL}(x_i)), y_i)\}_{i=1}^{n} \).

(vi) Reiterate (iii)∼(v) until the maximal number of epochs or \( \sum_{i=1}^{n} (y_i - g(x_i))^2 < \text{tol.} \)

4. Numerical Studies

We performed experiments on regression problems with 5 regression datasets taken from Bilkent University Function Approximation Repository (http://funapp.cs.bilkent.edu.tr/datasets) and UCI Machine Learning Depository (http://archive.ics.uci.edu/ml) to compare the deep LS-SVM to the standard LS-SVM and also to MNN. Baseball dataset, Diabetes dataset and Machine-CPU dataset were from taken Bilkent University Function Approximation Repository, and Concrete strength dataset and GPS trajectories dataset were taken from UCI Machine Learning Depository. The size of dataset ranges from 43 to 337, and the number of input variables is between 2 and 16. The responses and input variables of each dataset were normalized using the min-max approach. Each dataset is split into 67% training dataset and 33% test dataset. We replicate the above process 100 times.

The initially perturbed responses are constructed as follows:

\[ y_{i\ell} = y_i + \gamma_i \alpha, \quad i = 1, \cdots, n, \ell = 1, \cdots, d, \]

where \( \gamma_i \alpha \) is generated from a uniform distribution \( U(\gamma, -\gamma) \) with \( \gamma \) is the standard deviation of \( y_i \)'s.

For the deep LS-SVM, we set the number of LS-SVMs of the hidden layer equal to the number of input variables of each dataset. And for MNN we set the number of hidden layers equal to one and the number nodes in the hidden layer equal to the number of input variables of each dataset. In the standard LS-SVM the optimal values of the penalty parameter and the bandwidth parameter are obtained from training dataset by GCV function (2.7). In the deep LS-SVM, 10-fold cross validation method is used to obtain the optimal values of the penalty parameters and the bandwidth parameters, the learning rate, the maximal number of epochs, tolerance in the output layer using the greed search.

Table 4.1 shows the averages and standard errors of 100 mean squared errors and standard errors of LS-SVM, the deep LS-SVM, and MNN on 100 test datasets of 5 datasets. From the table we can see that the deep LS-SVM significantly outperforms the other methods on 4 datasets \( (p < 0.0001) \) and only performs worse than the standard LS-SVM on the Concrete dataset.

The average gain over all datasets is 21.0% error reduction to the standard LS-SVM, and 46.4% to MNN.
Table 4.1 The averages of mean squared errors by LS-SVM, the deep LS-SVM and MNN on regression datasets (standard error in parenthesis)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size</th>
<th>LS-SVM</th>
<th>Deep LS-SVM</th>
<th>MNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseball</td>
<td>337 × 16</td>
<td>0.0199 (0.0004)</td>
<td><strong>0.0133</strong> (0.0003)</td>
<td>0.0193 (0.0005)</td>
</tr>
<tr>
<td>Concrete</td>
<td>93 × 7</td>
<td>0.0331 (0.0003)</td>
<td>0.0038 (0.0001)</td>
<td>0.0080 (0.0007)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>43 × 2</td>
<td>0.0362 (0.0029)</td>
<td><strong>0.0342</strong> (0.0016)</td>
<td>0.0543 (0.0065)</td>
</tr>
<tr>
<td>GPS</td>
<td>163 × 7</td>
<td>0.0029 (0.0009)</td>
<td><strong>0.0073</strong> (0.0006)</td>
<td>0.0154 (0.0012)</td>
</tr>
<tr>
<td>Machine</td>
<td>139 × 7</td>
<td>0.0037 (0.0005)</td>
<td><strong>0.0007</strong> (0.0003)</td>
<td>0.0017 (0.0003)</td>
</tr>
</tbody>
</table>

5. Conclusions

Through the examples we showed that the deep LS-SVM shows the good results, which is simple modeling of the regression problems. In future work, we study the deep LS-SVM for the classification problems in which the initial response vectors for LS-SVMs of the hidden layer are to be reconsidered.
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