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Abstract

This work aims to present a theoretical analysis of the electric and magnetic surface current densities of a circular microstrip antenna (CMSA) as a body of revolution.

The rigorous analysis of these problems begins with the application of the equivalence principle, which introduces an unknown electric current density on the conducting surface and both unknown equivalent electric and magnetic surface current densities on the dielectric surface. These current densities satisfy the integral equations (IEs) obtained by canceling the tangential components of the electric field on the conducting surface and enforcing the continuity of the tangential components of the fields across the dielectric surface. The formulation of the radiation problems is based on the combined field integral equation. This formulation is coupled with the method of moments (MoMs) as a numerical solution for this equation.

The numerical results of the electric and magnetic surface current densities on the outside boundary of a CMSA excited by $TM_{11}^-$ and $TM_{21}^-$ modes are presented. The radiation pattern is calculated numerically in the two principle planes for a CMSA and gives a good results compared with measured results published by other research workers.
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I . Introduction

A microstrip antenna (MSA) consists of a very thin metallic strip (patch) placed on a small fraction of a wavelength above a ground plane and separated from the ground plane by a dielectric sheet. The radiating elements and the feed line are usually phototched on the dielectric substrate. The radiating patch may be square, rectangular, circular, or any other geometry. These patch shapes are the most common because of their ease of analysis and fabrication. The feed line is often a conducting strip, usually of a smaller width; however, coaxial line feeds, where the inner conductor is attached to the radiating patch, are also widely used [1].

The radiation of patch antennas is efficient only when the excitation is made at the resonant frequency of a mode. The field is usually dominated by that single mode in the frequency range of interest [2].

For a mobile communications system, the technique of printed antennas seems to have numerous advantages. Therefore, printed antennas have gained more and more importance in the field of antenna design. This led us to the decision to implement a microstrip antenna [3].

Most analyses of MSA characteristics assume a flat, perfectly conducting ground plane of infinity area. However, in practice, the ground plane may not be flat or perfectly conducting; it certainly does not have an infinite extent. The size and shape of a small ground plane can have significant effects on the electrical characteristics of the antenna, such as radiation pattern.

Among the various shapes of MSAs, the circular patches are the ones that have been more extensively studied. However, in some applications such as arrays, circular geometries offer certain advantages over other configurations. Recent experiment results have shown that circular disk microstrip elements may be easily modified to produce a range of impedances, radiation patterns, and frequencies of operation [1].

The general formulation starts with the application of the concept of equivalence principle and the provision of IEs for field distribution on the surfaces of the conductors and dielectric substrate. This introduces an unknown electric current density on the conducting surfaces and unknown equivalent electric and magnetic
surface current densities on the dielectric surface. These currents, with the impressed current in the dielectric region, are the sources of the electric and magnetic fields in the presented regions. The formulation is exact and satisfies all boundary conditions. The boundary conditions are applied on the various surfaces of the MSA.

The IEs are solved numerically using the MoMs [4]. Numerical results for the surface magnetic and electric current densities are presented for both finite [5] and infinite ground planes [1]. The usefulness of the method for solving the problem of a CMSA is discussed.

II. Formulation of a CMSA Problem

The EM problem involving MSAs deals with the determination of the field components in the presence of conductors and dielectrics. Thus, the boundary conditions to be satisfied are of mixed type. This requires the vanishing of the tangential electric field components in the conductors and the continuity of the tangential electric and magnetic components in the dielectrics. An exact analytical solution cannot be found to satisfy all boundary conditions because practical geometries are finite in size. Therefore, a numerical solution must be utilized. For homogeneous dielectrics, a convenient formulation can be developed in terms of the tangential field components on the boundary surfaces. The resulting IE includes all boundary conditions. Thus, the formulation of the problem is in terms of the surface integral equations, which are exact. Consequently, the accuracy of the solution depends on the nature of the numerical technique selected to solve them and used to determine the unknown surface distributions.

The CMSA can be considered a structure through which power is coupled to an exterior region (free space) via an aperture formed by the dielectric surface, as shown in Fig. 1, where a homogeneous dielectric material is sandwiched between two conducting layers. The sources of the EM excitation are provided by the impressed electric current \( J' \) in the dielectric region.

In this analysis, two regions are defined to represent the CMSA radiation in free space. First, a finite region of space of volume \( V^d \) is filled with a homogeneous material of permeability \( \mu_d \) and permittivity \( \varepsilon_d \) with an impressed electric current source of density \( J' \). Second, an infinite region of volume \( V'^{\infty} \) is filled with a homogeneous material of permeability \( \mu_e \) and permittivity \( \varepsilon_e \). The subscripts and superscripts \( d \) and \( e \) refer to dielectric and empty, respectively.

The surfaces \( S_e \) and \( S_{ad} \) are the boundaries to the conducting regions. Neither \( S_{ve} \) nor \( S_{de} \) is a single surface, but they are two separated surfaces below and above the dielectric. \( S_{de} \) is the dielectric surface on which the regions \( V^d \) and \( V'^{\infty} \) are coupled. The EM field in \( V'^{\infty} \) is denoted by \( E' \) and \( H' \) and that in \( V^d \) by \( E_d \) and \( H_d \). In the present work, all these surfaces are assumed to be rotationally symmetric to represent bodies of revolutions (BoRs).

To obtain the solution for the electric and magnetic fields in both regions mentioned above, the equivalence principle is used to acquire the auxiliary problems shown in Figs. 2 and 3. In this principle, the CMSA is divided into two equivalent regions \( V'^{\infty} \) and \( V^d \).

The boundary conditions to be satisfied are:

\[
\begin{align*}
  & E_d = 0, \quad H_d = 0, \quad E_e = 0, \quad H_e = 0, \\
  & E_{ve} = 0, \quad H_{ve} = 0, \quad E_{de} = 0, \quad H_{de} = 0.
\end{align*}
\]

Fig. 1. Geometric of a circular microstrip antenna.

Fig. 2. Equivalent for region \( V'^{\infty} \).

Fig. 3. Equivalent for region \( V^d \).
\[ \hat{n} \times \vec{E} = 0 \quad \text{on} \ S_e \]  
(1a)

\[ \hat{n} \times \vec{E} = 0 \quad \text{on} \ S_d \]  
(1b)

\[ \hat{n} \times \vec{E} = \hat{n} \times \vec{E}^* \quad \text{on} \ S_{de} \]  
(1c)

\[ \hat{n} \times \vec{H}^d = \hat{n} \times \vec{H}^* \quad \text{on} \ S_{de} \]  
(1d)

and the surface equivalent currents are:

\[ \vec{J}_{ce} = \hat{n} \times \vec{H}^* \quad \text{on} \ S_e \]  
(2a)

\[ \vec{J}_{cd} = \hat{n} \times \vec{H}^d \quad \text{on} \ S_d \]  
(2b)

\[ \vec{J}_{de} = \hat{n} \times \vec{H}^* \quad \text{on} \ S_{de} \]  
(2c)

\[ \vec{M} = -\hat{n} \times \vec{E}^* \quad \text{on} \ S_{de} \]  
(2d)

The following set of equations, which is the mathematical representation of the equivalence regions, is sufficient to determine \( \vec{J}_{ce} \), \( \vec{J}_{cd} \), \( \vec{J}_{de} \), and \( \vec{M} \) [6]-

\[ \hat{n} \times \vec{E}^*(\vec{J}_{ce} + \vec{J}_{de}, \vec{M}) = 0 \quad \text{on} \ S_e \text{ and } S_{de} \]  
(3a)

\[ \hat{n} \times \vec{H}^*(\vec{J}_{ce} + \vec{J}_{de}, \vec{M}) = 0 \]  
(3b)

just outside \( S_{cd} \) and \( S_{de} \) in Fig. 2

\[ \hat{n} \times \vec{E}^d(-\vec{J}_{cd} - \vec{J}_{de}, -\vec{M}) + \hat{n} \times \vec{E}^d(\vec{J}_{id}, 0) = 0 \]  
(3c)

\[ \hat{n} \times \vec{H}^d(-\vec{J}_{cd} - \vec{J}_{de}, -\vec{M}) + \hat{n} \times \vec{H}^d(\vec{J}_{id}, 0) = 0 \]  
(3d)

where \( \vec{E}^* (\vec{J}, \vec{M}) \) and \( \vec{H}^* (\vec{J}, \vec{M}) \) are the electric and magnetic fields due to the equivalent electric and magnetic currents \( \vec{J} \) and \( \vec{M} \) radiating in the homogeneous medium characterized by \( \mu_a \) and \( \varepsilon_a \) everywhere, respectively. The superscript (a) represents (e) or (d), whereas \( \vec{E}^*(\vec{J}, 0) \) and \( \vec{H}^d(\vec{J}, 0) \) are the excitation electric and magnetic fields, respectively, caused by the impressed electric current density \( \vec{J}^{id} \).

One set of equations that can be identified from Eqs. (3) is given by:

\[ E_{im}^*(\vec{J}_{cd} + \vec{J}_{de}, \vec{M}) = 0 \quad \text{on} \ S_{cd} \]  
(4a)

\[ E_{im}^d(\vec{J}_{cd} + \vec{J}_{de}, \vec{M}) = E_{im}^d(\vec{J}_{id}) \quad \text{on} \ S_{cd} \]  
(4b)

\[ E_{im}^e(\vec{J}_{ce} + \vec{J}_{de}, \vec{M}) + E_{im}^e(\vec{J}_{cd} + \vec{J}_{de}, \vec{M}) = E_{im}^e(\vec{J}_{id}) \]  
(4c)

\[ H_{im}^c(\vec{J}_{ce} + \vec{J}_{de}, \vec{M}) + H_{im}^c(\vec{J}_{cd} + \vec{J}_{de}, \vec{M}) = H_{im}^c(\vec{J}_{id}) \quad \text{on} \ S_{de} \]  
(4d)

The subscript (tan) denotes the tangential components of the fields on the surface in the equation. These boundary conditions, Eq. (4), are sufficient to determine the fields \( \vec{E}^*, \vec{E}^e, \vec{H}^d, \) and \( \vec{H}^c \).

Eqs. (4) represents the IEs for these currents. These IEs can be generated using appropriate vector potentials in terms of which the field vectors are given by Ref. [7]-

\[ \vec{E}^*(\vec{J}, \vec{M}) = -j\omega \vec{a}^*(\vec{J}) - \nabla \Phi^*(\vec{J}) - \frac{1}{\varepsilon_a} \nabla \times \vec{F}^*(\vec{M}) \]  
(5)

\[ \vec{H}^*(\vec{J}, \vec{M}) = -j\omega \vec{a}^*(\vec{M}) - \nabla \psi^*(\vec{M}) + \frac{1}{\mu_a} \nabla \times \vec{A}^*(\vec{J}) \]  
(6)

where \( \vec{A}^*(\vec{J}) \) and \( \vec{F}^*(\vec{M}) \) are the magnetic and electric vector potentials, respectively, given by:

\[ \vec{A}^*(\vec{J}) = \mu_a \int_{S} \vec{J}(\vec{r}) \cdot G^e(\vec{r}, \vec{r}') \ ds' \]  
(7)

\[ \vec{F}^*(\vec{M}) = \varepsilon_a \int_{S} \vec{M}(\vec{r}) \cdot G^m(\vec{r}, \vec{r}') \ ds' \]  
(8)

While, \( \Phi^*(\vec{J}) \) and \( \psi^*(\vec{M}) \) are the electric and magnetic scalar potential, respectively, given by :

\[ \Phi^*(\vec{J}) = \frac{i}{\omega} \int_{S} \sigma(\vec{J}) \cdot G^e(\vec{r}, \vec{r}') \ ds' \]  
(9)

\[ \psi^*(\vec{M}) = \frac{i}{\mu_a} \int_{S} m(\vec{M}) \cdot G^m(\vec{r}, \vec{r}') \ ds' \]  
(10)

and,

\[ \sigma(\vec{J}) = \frac{j}{\omega} \nabla \cdot \vec{J}(\vec{r}) \]  
(11)

\[ m(\vec{M}) = \frac{j}{\omega} \nabla \cdot \vec{M}(\vec{r}) \]  
(12)

where, \( \sigma(\vec{J}) \) is the electric surface charge, \( m(\vec{M}) \) is the magnetic surface charge and \( \omega \) is the angular frequency. The function \( G^{m}(\vec{r}, \vec{r}') \) is the scalar Greens function and is given by :

\[ G^m(\vec{r}, \vec{r}') = \frac{e^{-jkr}}{4\pi |\vec{r} - \vec{r}'|} \]  
(13)

where \( k = \omega \sqrt{\mu \varepsilon} \) is the wave number and \( \omega \) is the fixed angular frequency of the problem.

2-1 Formulation of the Analysis

The coordinate system of the CMSA considered in this analysis as a simple representation of an axisymmetric object is shown in Fig. (4). In this figure, the notations without prime represent the field point, whereas the notations with prime represent the source point. We define the orthogonal surface tangents by their unit vectors \( \vec{u}_s \) and \( \vec{u}_a \) and the outward normal by the direction of its unit vector \( \vec{u}_n \) given by:

\[ \vec{u}_s = \vec{u}_a \times \vec{u}_n \]  
(14)
coordinates. \( f(\ ) \) is the \( f(15a) \) and is the angle between the \( f(15b) \) and \( f \) exists only on the dielectric surfaces, where \( f \) is the \( f(15c) \) and \( f \) is known as a continuous sinusoidal distribution with \( e^{\rho \phi} \), and the \( t' \) variation is an unknown function that can be expanded as a linear combination of \( N \) terms as:-

\[
J_u(t') = \hat{u}_a \sum_{i=1}^{N-6} I_{ai} f_i(t')
\]

\[
M_u(t') = \hat{u}_a \sum_{i=1}^{N-2} K_{ai} f_i(t')
\]

where \( \rho \) is an azimuthal mode. Here, \( I_{ai}, K_{ai}, \) and \( K_{ai} \) are the unknown current coefficients to be found, and \( f_i(t') \) is the triangle function. Through a simple derivation, one can
yield the following:

\[
\sum_{n=-\infty}^{\infty} \sum_{l=1}^{2(N_n-2)} I_{nl} E_n^* \phi_m(t, \phi) \sum_{l=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \sum_{l=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \eta E_n^* (J_{nl}^*, 0) = 0
\]

(19a)

, on \( S_{ei} \)

\[
\sum_{n=-\infty}^{\infty} \sum_{l=1}^{2(N_n-2)} I_{nl} E_n^* \phi_m(t, \phi) \sum_{l=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \sum_{l=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \eta \sum_{l=1}^{2(N_n-2)} K_n E_n^* (0, \mathcal{M}) = E_n^* (J_{nl}^*)
\]

(19b)

, on \( S_{ed} \)

\[
\sum_{n=-\infty}^{\infty} \sum_{l=1}^{2(N_n-2)} I_{nl} E_n^* \phi_m(t, \phi) \sum_{l=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \sum_{l=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \eta \sum_{l=1}^{2(N_n-2)} K_n E_n^* (0, \mathcal{M}) = E_n^* (J_{nl}^*)
\]

(19c)

, on \( S_{de} \)

\[
\sum_{n=-\infty}^{\infty} \sum_{l=1}^{2(N_n-2)} I_{nl} E_n^* \phi_m(t, \phi) \sum_{l=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \sum_{l=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \eta \sum_{l=1}^{2(N_n-2)} K_n E_n^* (0, \mathcal{M}) = E_n^* (J_{nl}^*)
\]

(19d)

2-3 Weighting Functions

The choice of weighting functions \( W \) is important in that the elements of this functions must be linearly independent to make the resulting equations linearly independent. Furthermore, choosing weighting functions that minimize the computations required to evaluate the inner products is generally advantageous. As such, similar types of functions are often used for both weighting and expansion functions (i.e., \( W = J^* \), where \( * \) denotes a complex conjugate); this is known as the Galerkin method [4]. The testing functions are defined by-

\[
\mathbf{W}(\mathbf{r}) = \mathbf{W}(t, \phi) + \mathbf{W}^*(t, \phi) = \sum_{m=-\infty}^{\infty} \sum_{n=1}^{N_n} \sum_{n=-\infty}^{\infty} \sum_{n=1}^{N_n} \mathbf{W}_m^*(t, \phi) + \mathbf{W}_m^*(t, \phi)
\]

(20a)

The expansion and testing functions \( \{ J_n, \mathcal{M}_n \} \) and \( \{ \mathbf{W}_m^* \} \), as defined by Eqs. (17), (20b), and (20c), are orthogonal over the period 0 to \( 2\pi \) in \( \phi \), for \( (n \neq m) \). This indicates that the inner products of these functions disappear for \( (n \neq m) \). This fact allows each mode to be treated completely independent of the other modes. Accordingly, we obtain a separate matrix equation for each mode.

The inner product of the electric and magnetic field equations, given by Eqs. (19), is taken at each side by a set of testing functions. To select the appropriate values for the elements of the testing functions in the inner product of Eqs. (19), it is possible to note down the following:

2-3-1 For \( j \equiv 1, 2, 3, \ldots, 2(N_n-2) \)

\[
\sum_{i=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \sum_{i=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \eta \sum_{i=1}^{2(N_n-2)} K_n E_n^* (0, \mathcal{M}) = 0
\]

, on \( S_{ei} \)

(21a)

\[
\sum_{i=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \sum_{i=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \eta \sum_{i=1}^{2(N_n-2)} K_n E_n^* (0, \mathcal{M}) = 0
\]

, on \( S_{ed} \)

(21b)

2-3-2 For \( j \equiv 1, 2, 3, \ldots, 2(N_n-2) \)

\[
\sum_{i=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \sum_{i=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \eta \sum_{i=1}^{2(N_n-2)} K_n E_n^* (0, \mathcal{M}) = 0
\]

, on \( S_{de} \)

(21c)

\[
\sum_{i=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \sum_{i=1}^{2(N_n-2)} I_{nl} E_n^* (J_{nl}^*, 0) + \eta \sum_{i=1}^{2(N_n-2)} K_n E_n^* (0, \mathcal{M}) = 0
\]

, on \( S_{de} \)

(21d)
Eqs.(21) can be rearranged in submatrix form as follow:-
\[
\begin{bmatrix}
Z_{0,0} & [0] & [0] & \eta_I [Y_{0,0}^e] & \varepsilon_i \left( \begin{array}{c} [I] \\ [0] \end{array} \right) \\
[0] & Z_{0,0}^{\text{d}} & [0] & \eta_I [Y_{0,0}^d] & \varepsilon_i \left( \begin{array}{c} [I] \\ [0] \end{array} \right) \\
[0] & Z_{0,0}^{\text{d}} & Z_{0,0}^{\text{d}} & [0] & \eta_I [Y_{0,0}^d] \\
[Y_{0,0}^e] & [Y_{0,0}^e] & [Y_{0,0}^e] & \eta_i [Z_{0,0}^e] & \left( \begin{array}{c} [K] \\ [I] \end{array} \right) \end{bmatrix} \left( \begin{array}{c} [I] \\ [I] \end{array} \right) = \left( \begin{array}{c} [I] \\ [I] \end{array} \right)
\]
(22)

The superscripts 1, 2, and 3 on the impedance \( Z \) and the admittance \( Y \) submatrices represent the calculation of \( Z \) and \( Y \) due to \( J \) on the conductor, \( J \) on the dielectric, and \( M \) on the dielectric surfaces, respectively. The submatrices \( Z \) and \( Y \) with superscripts (e) and (d) denote the impedance and admittance matrices for the exterior or interior media, respectively. The first and second pairs of suffixes identify the field and source surfaces, respectively. The index \( n \) implies the azimuthal mode number, and \( V_{0,0}^e \), \( V_{0,0}^d \), and \( I_{0,0} \) are the excitation submatrices caused by the electric and magnetic field sources on the surfaces \( S_{0,0}^e \) and \( S_{0,0}^d \) from the interior region. \( I_{0,0}^e \) and \( I_{0,0}^d \) are the unknown coefficients of the electric current density on the \( S_{0,0}^e \) and \( S_{0,0}^d \) surfaces, respectively. \( I \) and \( K \) are the unknown coefficients of the equivalent electric and magnetic current densities on the \( S_{0,0} \) surface.

Each submatrix of \( Z \) or \( Y \) in Eq. (22) consists of four submatrices. This equation can be written as follows:
\[
\begin{bmatrix}
\bar{T}_{n} & [I] \\
[I] & [I] \\
\end{bmatrix} = \left[ T_{n} \right], \quad n = 0, \pm 1, \pm 2, \ldots
\]
(23)
where \( \bar{T}_{n} \) is a square matrix representing the impedance and admittance submatrices, \( I_{n} \) is a column matrix for the unknown expansion coefficients of \( J \) and \( M \), and \( I_{n} \) is the excitation column matrix. Each mode has the matrix equations of the form in Eq. (22).

2-4 Evaluation of the Matrix Element [\( \bar{T}_{n} \)]

All elements of the \( T \)-matrix are given as the inner product of the weighting function with electric or magnetic fields caused by the electric and magnetic current densities.

2-4-1 Evaluation of Z-Submatrices Elements

In Eqs. (21), the mutual impedance between the source element \( i \) and the observation element \( j \) is taken from:-

(1) The electric field produced from the electric current density \( J \):
\[
\left( \begin{array}{c}
Z_{0,0}^{e}\varepsilon_i \\
\end{array} \right)_{ij} = \left( \begin{array}{c}
\langle \bar{E}_{0,0}^e, \bar{E}^e(\bar{J}_{0,0}^e, 0) \rangle \\
\end{array} \right)
\]
where the electric field \( \bar{E}^e(\bar{J}_{0,0}^e, 0) \) can be expressed in terms of the magnetic vector and electric scalar potentials as follows:
\[
\left( \begin{array}{c}
Z_{0,0}^{e}\varepsilon_i \\
\end{array} \right)_{ij} = \left( \begin{array}{c}
\langle \bar{W}_{0,0}^e, (-j \omega \bar{M}^e(\bar{J}_{0,0}^e) - \nabla \phi^e(\bar{J}_{0,0}^e)) \rangle \\
\end{array} \right)
\]
(24)

(2) The magnetic field produced from the magnetic current density \( M \):
\[
\left( \begin{array}{c}
Z_{0,0}^{m}\mu_i \\
\end{array} \right)_{ij} = \left( \begin{array}{c}
\langle \bar{H}_{0,0}^m, \bar{H}^m(0, \bar{M}_{0,0}^m) \rangle \\
\end{array} \right)
\]
where the magnetic field \( \bar{H}^m(0, \bar{M}_{0,0}^m) \) can be expressed in terms of the electric vector and magnetic scalar potentials as follows:
\[
\left( \begin{array}{c}
Z_{0,0}^{m}\mu_i \\
\end{array} \right)_{ij} = \left( \begin{array}{c}
\langle \bar{W}_{0,0}^m, (-j \omega \bar{T}^m(\bar{M}_{0,0}^m) - \nabla \psi^m(\bar{M}_{0,0}^m)) \rangle \\
\end{array} \right)
\]
(25)
where \( \alpha \) and \( \beta \) are either the \( t \) - or \( \phi \) -direction. The superscript JE denotes the impedance matrix found in the electric field and the electric current density, whereas the superscript MH refers to the impedance matrix found in the magnetic field and the magnetic current density. The relationship between these impedance matrices is proven in this paper as follows:
\[
\left( \begin{array}{c}
Z_{0,0}^{m}\mu_i \\
\end{array} \right)_{ij} = \frac{1}{\eta_m} \left( \begin{array}{c}
Z_{0,0}^{e}\varepsilon_i \\
\end{array} \right)_{ij}
\]
(26)
where \( \eta_m = \sqrt{\mu_m / \varepsilon_m} \).

The inner product of the electric field with the weighting function \( \bar{W}_{0,0}^m \) [Eq. (20b)] provides the elements of the impedance matrix as follows:
\[
\left( \begin{array}{c}
Z_{0,0}^{e}\varepsilon_i \\
\end{array} \right)_{ij} = -j K \eta_i \sum_{p=1}^{N} \sum_{q=1}^{N} T_{p} T_{q} \sin v_{p} \sin v_{q} G_{2} + \cos v_{p} \cos v_{q} G_{1}
\]
(27a)
\[
\left( \begin{array}{c}
Z_{0,0}^{m}\mu_i \\
\end{array} \right)_{ij} = -K \eta_i \sum_{p=1}^{N} \sum_{q=1}^{N} T_{p} T_{q} \sin v_{p} G_{1} + \frac{n}{K_{d}} T_{p} G_{1}
\]
(27b)
\[
\left( \begin{array}{c}
Z_{0,0}^{m}\mu_i \\
\end{array} \right)_{ij} = K \eta_i \sum_{p=1}^{N} \sum_{q=1}^{N} T_{p} T_{q} \sin v_{p} G_{1} + \frac{n}{K_{d}} T_{p} G_{1}
\]
(27c)
where, $G_1$, $G_2$ and $G_3$ are defined as:-

\[
G_1 = \int_0^1 \frac{e^{-j\mu \cdot R}}{R} \cos \left( n \phi' \right) d\phi'
\]

(28a)

\[
G_2 = \int_0^1 \frac{e^{-j\mu \cdot R}}{R} \cos \left( n \phi' \right) \cos \phi' d\phi'
\]

(28b)

\[
G_3 = \int_0^1 \frac{e^{-j\mu \cdot R}}{R} \sin \left( n \phi' \right) \sin \phi' d\phi'
\]

(28c)

\[
R = \left( \frac{\rho}{4} \right)^2 + 4 \rho^2 \sin^2 \left( \frac{\phi'}{2} \right)
\]

(28d)

The Gaussian quadrature technique is used to calculate these integrals. Eq. (28) represents the approxima-
tion for $R$ at $t=t'.

2-4-2 Evaluation of the Y-Submatrices Elements

In Eqs. (21), the mutual admittance between the source element $(i)$ and the observation element $(j)$ is taken from:-

(1) The magnetic field produced from the electric current density $\mathbf{J}$:

\[
\left( y_{\text{mut}}^{\alpha \phi} \right)_{ij}^M = \left\langle R_{\text{mut}}^{\alpha}, \mathbf{E}^\phi \left( \mathbf{J}^{\beta}, 0 \right) \right\rangle
\]

(29)

The magnetic field can be expressed in terms of the magnetic vector potential, which yields the following:-

\[
\left( y_{\text{mut}}^{\alpha \phi} \right)_{ij}^M = \left\langle R_{\text{mut}}^{\alpha}, \mathbf{E}^\phi \left( \mathbf{J}^{\beta}, 0 \right) \right\rangle
\]

(29)

(2) The electric field produced from the magnetic current density $\mathbf{M}$:

\[
\left( y_{\text{mut}}^{\alpha \phi} \right)_{ij}^E = \left\langle R_{\text{mut}}^{\alpha}, \mathbf{E}^\phi \left( 0, \mathbf{M}^{\beta} \right) \right\rangle
\]

(30)

The electric field can be expressed in terms of the electric vector potential. Thus, we have:-

\[
\left( y_{\text{mut}}^{\alpha \phi} \right)_{ij}^E = \left\langle R_{\text{mut}}^{\alpha}, \mathbf{E}^\phi \left( 0, \mathbf{M}^{\beta} \right) \right\rangle
\]

(30)

where the superscript JH denotes the admittance matrix found in the magnetic field and the electric current density, whereas the superscripts ME refer to the admittance matrix found in the electric field and the magnetic cu-

rent density. The relationship between these admittance matrices is proven as follows:-

\[
\left( y_{\text{mut}}^{\alpha \phi} \right)_{ij}^M = -\left( y_{\text{mut}}^{\alpha \phi} \right)_{ij}^E
\]

(31)

The dot product of the magnetic field with the weight-
ing function $\bar{\varphi}_{\text{mut}}^{\alpha}$ gives the elements of the admittance matrix as follows:-

\[
\left( y_{\text{mut}}^{\alpha \phi} \right)_{ij}^N = \int \sum_{p=1}^4 \sum_{q=1}^4 T_{pq} G_p \rho_q \cos v_q \sin v_p
\]

(32a)

\[
+ \sin v_q \left[ \sin v_q \left( \rho_q - \rho_p \cos v_{pq} \right) \right]
\]

(32b)

\[
\left( y_{\text{mut}}^{\alpha \phi} \right)_{ij}^N = \int \sum_{p=1}^4 \sum_{q=1}^4 T_{pq} G_p \rho_q \cos v_q G_q
\]

(32c)

where,

\[
G_p = \frac{\cos \left( n \phi' \right) \left( 1 + jK x_p R \right)}{R^2} e^{-jK \phi} d\phi'
\]

(33a)

\[
G_q = \frac{\cos \left( n \phi' \right) \cos \phi' \left( 1 + jK x_q R \right)}{R^3} e^{-jK \phi} d\phi'
\]

(33b)

\[
G_{pq} = \frac{\sin \left( n \phi' \right) \sin \phi' \left( 1 + jK x_p R \right)}{R^3} e^{-jK \phi} d\phi'
\]

(33c)

Again, the Gaussian quadrature techniques are used to evaluate the integrals of Eqs. (33).

Here, $\rho_p$, $\rho_q$, $v_q$, and $v_q$ are the $\rho$ and $v$ evaluated at $t_p$ and $t_q$, respectively, where $t_p$ and $t_q$ are given by:-

\[
t_p = j + \frac{D - 2.5}{2}, \quad t_q = i + \frac{D - 2.5}{2}
\]

(34)

2-4-3 Evaluation of the Excitation Submatrices Elements

The excitation fields $\mathbf{E}^\alpha_{\text{exc}} \left( \mathbf{J}^\alpha \right)$ and $\mathbf{H}^\alpha_{\text{exc}} \left( \mathbf{J}^\alpha \right)$ are de-
defined as the fields of finite sources within the dielectric region; they radiate in an unbounded region. The ele-
ments of the excitation matrix are the fields caused by the current elements located in the dielectric substrate,
which are \((\vec{v}_d), (\vec{t}_d),\) and \((\vec{t}_d),\) calculated at the generating surface of the MSA (i.e., \(S_{cd}\)). The elements of the excitation matrix are defined as the inner products of \(E_{in}^{(d)}(\vec{r})\) or \(H_{in}^{(d)}(\vec{r})\) with testing functions \(\vec{v}_d(\tau)\).

These elements are shown in Eqs. (21) as follows:

\[
\begin{align*}
(\vec{v}_d)^{\tau} & = \int W_{v}^{(d)} \cdot E_{in}^{(a)}(\vec{r}) \, ds \quad (35a) \\
(\vec{t}_d)^{\tau} & = \int W_{t}^{(d)} \cdot E_{in}^{(a)}(\vec{r}) \, ds \quad (35b)
\end{align*}
\]

where \(\alpha\) is the \(t\) or \(\phi\)-component.

The electric and magnetic radiation fields caused by an electric current element are given by:

\[
\begin{align*}
\vec{E}^{\infty}(\vec{r}) & = -j \omega \vec{A}^{\infty}(\vec{r}) - \nabla \Phi^{\infty}(\vec{r}) \quad (36a) \\
\vec{H}^{\infty}(\vec{r}) & = \frac{1}{\mu_0} \nabla \times \vec{A}^{\infty}(\vec{r}) \quad (36b)
\end{align*}
\]

where \(\vec{A}^{\infty}(\vec{r})\) is the magnetic vector potential, and \(\Phi^{\infty}(\vec{r})\) is the electric scalar potential given by:

\[
\begin{align*}
\vec{A}^{\infty}(\vec{r}) & = -j \frac{K_c \mu_0}{4\pi} \vec{T}^{\infty} \cdot k_0^{(2)}(K_c |\vec{r} - \vec{r}'|) \quad (37a) \\
\Phi^{\infty}(\vec{r}) & = \frac{n}{4\pi} \vec{T}^{\infty} \cdot \nabla k_0^{(2)}(K_c |\vec{r} - \vec{r}'|) \quad (37b)
\end{align*}
\]

where \(\vec{T}^{\infty}\) is the dipole moment in the \(\vec{u}_z\)-direction, and \(k_0^{(2)}(K_c |\vec{r} - \vec{r}'|)\) is the spherical Hankel function of the second kind zero order.

The solution of Eqs. (35) provides the following elements of the excitation matrix:

\[
\begin{align*}
(\vec{v}_d)^{\tau} & = -j \frac{K_c \mu_0}{4\pi} \vec{T}^{\infty} \cdot \sum_{p=1}^{N_s} \cos \varphi_p T_p G_{G_1} + \frac{z}{K_c} T_p G_{G_2} \quad (38a) \\
(\vec{v}_d)^{\tau} & = -\frac{n}{2\pi} K_c \vec{T}^{\infty} \cdot \sum_{p=1}^{N_s} \frac{T_p}{\rho_p} z G_{G_2} \quad (38b) \\
(\vec{t}_d)^{\tau} & = -j \frac{K_c \mu_0}{4\pi} \vec{T}^{\infty} \cdot \sum_{p=1}^{N_s} \left[ \sin \varphi_p T_p G_{G_3} \right] \quad (38c) \\
(\vec{t}_d)^{\tau} & = \frac{1}{2\pi} \sum_{p=1}^{N_s} T_p \rho_p G_{G_2} - \rho_p G_{G_4} \quad (38d)
\end{align*}
\]

where,

\[
\begin{align*}
G_{G_1} & = \int \cos(n\varphi) e^{-jk_c K_c R_f} \, d\varphi \quad (39a) \\
G_{G_2} & = \int \cos(n\varphi) G_f(\vec{r}, \vec{r}') \, d\varphi \quad (39b) \\
G_{G_3} & = \int \sin(n\varphi) \sin(\varphi - \theta) G_f(\vec{r}, \vec{r}') \, d\varphi \quad (39c) \\
G_{G_4} & = \int \cos(n\varphi) \cos(\varphi - \theta) G_f(\vec{r}, \vec{r}') \, d\varphi \quad (39d)
\end{align*}
\]

and

\[
\begin{align*}
G_f(\vec{r}, \vec{r}') & = \left( 1 + j K_c R_f \right) e^{-jk_c R_f} \quad (40a) \\
R_f & = \sqrt{\rho_f^2 + \rho_p^2 - 2 \rho_p \rho_f \cos(\theta_f - \varphi)} \quad (40b)
\end{align*}
\]

where \(\rho_f\) and \(\varphi_f\) are the coordinates of the feed point.

The parameters \(\rho_p, z_p\) and \(\varphi_c\) are the coordinates of the field point on the surfaces \(S_{cd}\) or \(S_{da}\). They are assumed to be constant in each pulse and equal to their values at the midpoint of the pulse. \(T_p\) and \(T_p'\) are the weighting factors of the impulse functions approximating the triangular functions and their derivatives.

2-5 Evaluation of the Radiation Fields

The radiation fields of the CMSA are calculated from a knowledge of the equivalent electric and magnetic surface current densities flowing over the outer surfaces of the ground plane, dielectric and patch. Once, these surface current densities \(\vec{J}\) and \(\vec{M}\) are determined, then the far-field components \(E_o\) and \(E_i\) can be obtained from:

\[
\begin{align*}
E_o(\theta, \phi) & = -\frac{j \mu_0}{4\pi} e^{-jk_cz} \sum_{q=1}^{N} \sum_{r=1}^{N} \left[ (R^{o}_{q}) I^{o}_{q} + (R^{o}_{r}) I^{o}_{r} \right] \\
& + \eta \sum_{q=1}^{N} \left[ (R^{o}_{q}) K^{o}_{q} + (R^{o}_{q}) K^{o}_{q} \right] \quad (41a) \\
E_i(\theta, \phi) & = -\frac{j \mu_0}{4\pi} e^{-jk_cz} \sum_{q=1}^{N} \sum_{r=1}^{N} \left[ (R^{i}_{q}) I^{i}_{q} + (R^{i}_{q}) I^{i}_{r} \right] \\
& - \eta \sum_{q=1}^{N} \left[ (R^{i}_{q}) K^{i}_{q} + (R^{i}_{q}) K^{i}_{q} \right] \quad (41b)
\end{align*}
\]

Where,

\[
\begin{align*}
(R^{o}_{q}) & = \frac{2}{q^2} \int \sin q \cos(\theta) (J_{n+1}(u) - J_{n+1}(u)) \\
& - 2 \cos q \sin \theta J_{n}(u) \quad (42a) \\
(R^{i}_{q}) & = \frac{2}{q^2} \sum_{q=1}^{N} C \cos(\theta) (J_{n+1}(u) + J_{n+1}(u)) \quad (42b) \\
(R^{o}_{q}) & = \sum_{q=1}^{N} C \sin(\theta) (J_{n+1}(u) + J_{n+1}(u)) \quad (42c) \\
(R^{i}_{q}) & = \sum_{q=1}^{N} C \sin(\theta) (J_{n+1}(u) - J_{n+1}(u)) \quad (42d)
\end{align*}
\]

\[
\begin{align*}
C &= j \pi \int e^{jk_c z} e^{-jk_c z} T_f(t') \, dt' \\
u &= K_c \rho_q \sin \theta_o \quad (42f)
\end{align*}
\]

and \(J_{n}(u), J_{n+1}(u)\) and \(J_{n+1}(u)\) are the Bessel functions of the first kind and order \(n\), \((n-1)\), and \((n+1)\), respec-
Fig. 5. Relationship between source and field points.

Where \( \vec{r}_s, \theta_s, \) and \( \phi_s \) are the units vectors of the coordinates shown in Fig. 5, and the integrals are carried out over the total outer surface of the body.

III. Results and Discussion

The surface currents are determined and plotted for both the dominant TM\(_{11}\)- and TM\(_{21}\)-modes. Fig. (6) shows the computed electric and magnetic surface currents for the TM\(_{11}\)-mode at the outer boundary of the microstrip surface. The horizontal axis shows the length of the contour \( (L) \) along the generating curve. Due to the structure symmetry, only half of the geometry is considered. In this figure, the external surface currents of the three regions are plotted with respect to their locations on the surface, where these regions correspond to the ground plane, the dielectric substrate, and the patch surface, respectively. An examination of this figure reveals that the electric current is the strongest on the patch surface and has a negligible value on the ground plane. The \( t \)-component of the electric current value is small on the dielectric, whereas the \( \phi \)-component of this current is considerably stronger than the \( t \)-component and is maximum near the patch edge. The magnetic current \( M^t \) is considerably stronger than \( M^t \); it is maximum near the patch edge and negligible in terms of the dielectric thickness. Therefore, the contributions to the antenna radiation mainly come from the \( \phi \)-components of the electric and magnetic currents on the dielectric surface near the patch edge and the electric current on the upper patch surface.

Fig. (7) shows that the \( t \)-component of the electric surface current for the TM\(_{21}\)-mode has a small value on the outside boundary except near the center of the patch, whereas the \( \phi \)-component of this current has the high-
The magnetic current components \( M' \) and \( M^* \) have the same magnitude as those in the TM\(_{11}\)-mode case. In any program, to develop techniques for solving radiating problems, it is necessary to verify the techniques and examine the accuracy of the results by comparing it with well-known results.

For the purpose of validity and convergence, Fig. 8 shows the radiation patterns in the principle plane for a CMSA compared with the experimental results of Lo Y. T. [11].

It can be seen from this figure that the theoretical results agree well with the measured results.

### IV. Conclusions

The analytical treatment of this work enables us to include the effects of the adjacent modes on the dominant mode in calculating the surface current of the CMSA. The computed electric current density \( J \) at the outside boundary of the antennas under study is the strongest on the patch surface and has a negligible value on the ground plane and dielectric surfaces. Note also that the radial component \( J' \) of this density increases rapidly as it approaches the center of the patch, whereas the angular component \( J^* \) of this current is considerably larger than \( J' \) and is maximum near the patch edge. The magnetic component \( M^* \) is considerably stronger than \( M' \) and is maximum near the patch edge; these components are negligible in terms of the dielectric thickness.
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