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Abstract

Intelligent Space(ISpace) is the space where many intelligent devices, such as computers and sensors, are distributed. According to the cooperation of many intelligent devices, the environment, it is very important that the system knows the location information to offer the useful services.

In order to achieve these goals, we present a method for representing, tracking and human following by fusing distributed multiple vision systems in ISpace, with application to pedestrian tracking in a crowd. And the article presents the integration of color distributions into particle filtering. Particle filters provide a robust tracking framework under ambiguity conditions.

We propose to track the moving objects by generating hypotheses not in the image plan but on the top-view reconstruction of the scene. Comparative results on real video sequences show the advantage of our method for multi-object tracking. Simulations are carried out to evaluate the proposed performance. Also, the method is applied to the intelligent environment and its performance is verified by the experiments.
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1. Introduction

Video object tracking in dense visual clutter, although being notably challenging, has many practical applications in scene analysis for automated surveillance, such as the detection of suspicious moving objects (pedestrians or vehicles), or the monitoring of an industrial production [1][2][3]. The quality of an object tracking system is very much dependent on its ability to handle ambiguous conditions, such as occlusion of an object by another one. To cope with such ambiguities, multi-hypotheses techniques have been developed [4]. In the standard techniques using multi-hypotheses for the state estimation and tracking, the Kalman filter is used under the premise that the noise distributions are Gaussian and the system dynamics are linear [5]. However, when tracking human movements, non-linear and non-stationary assumptions make it suboptimal to use. In this context particle filter algorithms are attractive because they are both simple and very general. The particle filter algorithms track objects by generating multiple hypotheses and by ranking them according to their likelihood. They suppose that the correct hypothesis is retained [6][7]. Many tracking filters have been proposed using this approach, defining the states as being each static posture or position of the objects and modeling a motion sequence by the composition of these states with some transitional probabilities [8][9]. Those state-of-the-art techniques perform efficiently to trace the movement of one or two moving objects but the operational efficiency decreases dramatically when tracking the movement of many moving objects because systems implementing multiple hypotheses and multiple targets suffer from a combinatorial explosion, rendering those approaches computationally very expensive for real-time object tracking.

We propose to use such a particle filter with color-based image features. Color histograms in particular have many advantages for tracking non-rigid objects as they are robust to partial occlusion, are rotation and scale invariant and are calculated efficiently. A target is tracked with a particle filter by comparing its histogram with the histograms of the sample positions using the Bhattacharyya distance. Figure 1 shows the application of multi object tracking using the color-based particle filter for human-robot interaction in intelligent space.

The novelty of the proposed approach mainly lies in the original mixture of efficient components that together yield a reliable and fast tracking performance for non-rigid objects.

In general, tracking methods can be divided into two main classes specified as bottom-up or top-down approaches. In a bottom-up approach the image is segmented into objects which are then used for the tracking. For example blob detection [10] can be used for the object extraction. In contrast, a top-down approach generates object hypotheses and tries to verify them using the image. Typically, model-based [11, 12] and template matching approaches [13] belong to this class. The proposed color-based particle filter follows the top-down approaches, in the sense that the image content is only evaluated at the sample positions.

The related mean shift tracker by Comaniciu et al. [13] also uses color distributions. By employing multiple hypotheses and a model of the system dynamics our proposed
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method can track objects more reliably in cases of clutter and occlusions. Jeppson et al., McKenna et al. [14, 15] have already discussed adaptive models, but these approaches employ Gaussian mixture models while we use color histograms together with multiple hypotheses. Isard et al. [16] have already employed color information in particle filtering by using Gaussian mixtures.

Our intelligent environment is achieved by distributing small intelligent devices which don’t affect the present living environment greatly. Color CCD cameras which include processing and networking part, are adopted as small intelligent devices of our intelligent environment. We call this environment “Intelligent Space (iSpace)”[3]. Intelligent Space is constructed as shown in Fig.1. In this paper, how to represent feature vectors of multiple objects using particle filter is described. Then, the technique to achieve the tracking by using color information is described.

Fig. 1. Intelligent environment by distributed Cameras.

2. Vision Systems in Intelligence Space

2.1 Basic Scheme

Fig.2 shows the system configuration of distributed cameras in Intelligent Space. Since many autonomous cameras are distributed, this system is autonomous distributed system and has robustness and flexibility. Tracking and position estimation of objects is characterized as the basic function of each camera. Each camera must perform the basic function independently at least because over cooperation in basic level between cameras loses the robustness of autonomous distributed system. On the other hand, cooperation between many cameras is needed for accurate position estimation, control of the human following robot[4], guiding robots beyond the monitoring area of one camera[5], and so on. These are advanced functions of this system. This distributed camera system of Intelligent Space is separated into two parts as shown in Fig. 2. This paper will focus on the tracking of multiple objects in the basic function.

2.2 Previous Research for Moving Object Tracking

Various tracking methods of moving objects using a vision system have been investigated. These can be separated in two major compartments. One is the method of matching and clustering of feature points extracted from an input image. For example, optical flows are extracted in an image, and tracking is achieved by clustering of them [17]. The other is the method that the knowledge on objects is given to the system as an object model in advance and the model and an input image are compared. For example, the 3D ellipse model is used for human tracking in [18]. The former has the merit that various feature points can be extracted according to image processing, because the whole of the captured image can be always observed. However, matching of feature points between successive frames become difficult and computational cost increases, according to number of the feature points in the complicated scene and by the effect of noise. The other hand, in the latter method, only comparison between the model and input image is required. Tracking of moving objects is achieved by comparing the real image with the model. Computational cost is lower than the former. However, tracking systems have to prepare the models of the objects in advance. For example, human tracking for surveillance system needs human models[8] and vehicle tracking for ITS needs vehicle models[9]. Tracking cannot be achieved without object models. It is impossible to build a model of every object which exists in our daily life.

Fig. 2. Configuration of distributed camera system.

Fig. 3. Captured image and extracted objects.
2.3 Target regions encoded in a state vector using Particle filter

Particle filtering provides a robust tracking framework, as it models uncertainty. Particle filters are very flexible in that they do not require any assumptions about the probability distributions of data. In order to track moving objects (e.g., pedestrians) in video sequences, a classical particle filter continuously looks throughout the 2D-image space to determine which image regions belong to which moving objects (target regions). For that a moving region can be encoded in a state vector.

In the tracking problem the object identity must be maintained throughout the video sequences. The image features used therefore can involve low-level or high-level approaches (such as the colored-based image features, a subspace image decomposition or appearance models) to build a state vector.

A target region over the 2D-image space can be represented for instance as follows:

\[ r = \{l, s, m, \gamma\} \]  

where \( l \) is the location of the region, \( s \) is the region size, \( m \) is its motion and \( \gamma \) is its direction. In the standard formulation of the particle filter algorithm, the location \( l \) of the hypothesis, is fixed in the prediction stage using only the previous approximation of the state density. Moreover, the importance of using an adaptive-target model to tackle the problems such as the occlusions and large-scale changes has been largely recognized. For example, the update of the target model can be implemented by the equation

\[ \bar{r} = (1 - \lambda)\bar{r}_t + \lambda E[r] \]  

where \( \lambda \) weights the contribution of the mean state to the target region. So, we update the target model during slowly changing image observations.

3. Tracking moving objects

3.1 State-space over the top-view plan

In a practical particle filter implementation, the prediction density is obtained by applying a dynamic model to the output of the previous time-step. This is appropriate when the hypothesis set approximation of the state density is accurate. But the random nature of the motion model induces some non-zero probability everywhere in state-space that the object is present at that point. The tracking error can be reduced by increasing the number of hypotheses (particles) with considerable influence on the computational complexity of the algorithm. However in the case of tracking pedestrians we propose to use the top-view information to refine the predictions and reduce the state-space, which permits an efficient discrete representation. In this top-view plan the displacements become Euclidean distances. The prediction can be defined according to the physical limitations of the pedestrians and their kinematics. In this paper we use a simpler dynamic model, where the actions of the pedestrians are modeled by incorporating internal (or personal) factors only. The displacements \( R_{\text{topview}} \) follows the expression

\[ R_{\text{topview}} = R(\gamma_{\text{topview}})R_{\text{tube}}^{-1} + \mathbb{N} \]  

where \( R(\cdot) \) is the rotation matrix, \( \gamma_{\text{topview}} \) is the rotation angle defined over top-view plan and follows a Gaussian function \( \mathcal{N}(\gamma_{\text{topview}}, \sigma) \), and \( \mathbb{N} \) is a stochastic component. This model proposes an anisotropic propagation of \( R \) : the highest probability is obtained by preserving the same direction. The evolution of a sample set is calculated by propagating each sample according to the dynamic model. So, that procedure generates the hypotheses.

3.2 Estimation of region size

The size of the search region represents a critical point. In our case, we use the a-priori information about the target object (the pedestrian) to solve this tedious problem. We assume an averaged height of people equal to 160 cm, ignoring the error introduced by this approximation. That means, we can estimate the region size \( s \) of the hypothetical bounding box containing the region of interest \( r = \{l, s, m, \gamma\} \) by projecting the hypothetical positions from top-view plan in Fig. 4. A camera calibration step is necessary to verify the hypotheses by projecting the bounding boxes. So this automatic scale selection is an useful tool to distinguish regions. In this way for each visual tracker we can perform a
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**Fig. 4.** (a) the approximation of Top-View plan by image plan with a monocular camera, (b) size estimation.
realistic partitioning (bounding boxes) with consequent reduction in the computational cost. The distortion model of the camera's lenses has not been incorporated in this article. Under this approach, the processing time is dependent on the region size.

3.3 Object Model Update

In multi-object tracking, the hypotheses are verified at each time step by incorporating the new observations (images). A well known measure of association (strength) of the relationship between two images is the normalized correlation.

$$dc_{i,j} = \text{corr}_{n}(\text{target}_i; \text{hypothesis}_j)$$

where $i$ : target region, and $j$ : an hypothesis of the target region $i$. The observation of each hypothesis is weighted by a Gaussian function with variance $\sigma$.

$$h^{i,j} = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(1-d_{c_{i,j}})^2}{2\sigma^2}}$$

where $h^{i,j}$ is the observation probability of the hypothesis $j$ tracking the target $i$. The obvious drawback of this technique is the choice of the region size (defined in previous section) that will have a great impact on the results. Larger region sizes are less plagued by noise effects.

4. Experiments

Some experiments are performed to verify this tracking method. Fig. 5 shows the experimental environment and objects that should be tracked by this method. Three objects, which are human, a mobile robot and a chair, exist in this environment. In this experiment, the system does not have object models for these objects in advance. A mobile robot and a chair are static at the beginning and human is walking between them afterward. Since only one camera is used for this experiment, occlusion between human and the other objects is supposed to happen as shown Fig. 5(a). Fig. 5(b) shows the clustering result of the feature vectors obtained by a given time, when three objects exist in the space as shown in Fig. 5(c).

Fig. 6 shows the captured image by a camera in this experiment. Experimental result of multiple objects tracking is shown in Fig. 7. X axis and Y axis represent X and Y pixel coordinate of captured image respectively. Central pixels of each object are plotted. Although occlusion between human and other objects was observed during tracking of walking human, matching and tracking of each object achieved without fail. In this case, this system doesn't have the complex object models, however tracking of multiple objects was performed in low processing time.

Fig. 5. Experiment: moving area and models.

Fig. 6. Multi-Objects detection and tracking in ISpace.
To demonstrate the robustness of our color-based particle filter against occlusion and rapid movements, we show results for a walking sequence, where the human pass through multi objects over 320 frames. The results are displayed in Fig. 7(a). In this sequence, the moving object is completely occluded by the static objects in frame, but despite of other good object candidates in the neighborhood, the particle filter performs perfectly. Small gaps during tracking can occur when the occlusion continues for a longer period. Fig. 7(b) shows the robustness of the color-based particle filter against occlusion and strong scale changes. Furthermore, in frame 126 the effect of the initialization is illustrated.

![Diagram](image)

Fig. 7. Experiment results: color-based particle filter against occlusion and strong scale changes.

5. Conclusion

In this paper, the proposed tracking method adds an adaptive appearance model based on color distributions to particle filtering. The color-based tracker can efficiently and successfully handle non-rigid and fast moving objects under different appearance changes. Moreover, as multiple hypotheses are processed, objects can be tracked well in cases of occlusion or clutter.

The vision system of Intelligent Space needs real time processing, tracking of multiple objects, extension to cooperative multiple cameras network and overcoming partial occlusion. To realize them, it is required that model based method and feature based method are combined efficiently. Then, new tracking strategy was proposed based on extracting the objects by background subtraction and creating color appearance model dynamically with particle filter. This strategy achieved real-time and robust tracking of multiple objects. Especially, correct matching had been kept after the occlusion among objects happened in the experimental results.

As a future work, representation method of objects that are close to achromatic color will have to be investigated. Next, recognition of the wide area using the distributed cameras should be performed. It will need that different cameras share information about clusters and the feature space. Then, sharing method of the information that each camera acquires will be investigated.

References


[10] D. Koller, J. Weber and J. Malik, "Robust Multiple Car

TaeSeok Jin
He received the B.Sc. degree from Jinju National University, M.Sc. and Ph.D. degrees from Pusan National University, Busan, Korea, in 2000 and 2003, respectively, all in electronics engineering. He is currently a Postdoctoral Researcher at the Institute of Industrial Science, The University of Tokyo, Japan. His research interests include sensor fusion, mobile robots, computer vision, redundant manipulator, and intelligent control. Dr. Jin is a Member of the KSME, JSME, IEEJ, ICASE, and KFIS.

Phone : +81-3-5452-6258
Fax : +81-3-5452-6259
E-mail : jints@hlab.iis.u-tokyo.ac.jp

Hideki Hashimoto (S’83-M’84)
He received the B.E., M.E., and Dr.Eng. degrees in electrical engineering from The University of Tokyo, Tokyo, Japan, in 1981, 1984, and 1987, respectively. He is currently an Associate Professor at the Institute of Industrial Science, The University of Tokyo. From 1989 to 1990, he was a Visiting Researcher at Massachusetts Institute of Technology, Cambridge. His research interests are control and robotics, in particular, advanced motion control and intelligent control. Dr. Hashimoto is a Member of the Society of Instrument and Control Engineers of Japan, Institute of Electrical Engineers of Japan, and Robotics Society of Japan.

Phone : +81-3-5452-6258
Fax : +81-3-5452-6259
E-mail : hashimoto@iis.u-tokyo.ac.jp