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Abstract

This paper presents implementation of the adaptive neuro-fuzzy control method. Control performance of the adaptive neuro-fuzzy control method for a popular inverted pendulum system is evaluated. The inverted pendulum system is designed and built as an education kit for educational purpose for engineering students. The educational kit is specially used for intelligent control education. Control purpose is to satisfy balancing angle and desired trajectory tracking performance. The adaptive neuro-fuzzy controller has the Takagi-Sugeno (T-S) fuzzy structure. Back-propagation algorithm is used for updating weights in the fuzzy control. Control performances of the inverted pendulum system by PID control method and the adaptive neuro-fuzzy control method are compared. Control hardware of a DSP 2812 board is used to achieve the real-time control performance. Experimental studies are conducted to show successful control performances of the inverted pendulum system by the adaptive neuro-fuzzy control method.
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1. Introduction

Recently intelligence becomes quite important terminology in various engineering applications. Intelligent systems include robot systems, Mechatronics systems, and control systems. This leads us to study intelligent algorithms and to educate students. For control engineers, intelligent control method is one of important key subjects for developing intelligent systems.

Intelligent control techniques are well developed and used for controlling dynamical systems. Intelligent techniques include neural network, fuzzy logic, reinforcement learning, and genetic algorithm. Neural network and fuzzy logic are used mostly for intelligent control applications since other techniques take time and lack for real-time control performance.

Neural network is one of powerful tools for learning and adaptation, but it suffers from complex internal network structure. Thus, mathematical analysis of internal processing cannot be described clearly in the network [1-3].

Fuzzy logic is well known for representing human expression. Transforming expression of human intuitions into numerical representation for a low level system can be processed through fuzzy logic [4-6]. However, obtaining optimal fuzzy rules for a typical system is not easy and it requires time-consuming processes of trial and error. Once the optimal fuzzy rules for the system are found, the fuzzy control process can be easily implemented on the hardware with efficient cost.

Genetic algorithm is a good optimization tool for finding optimal solutions through intensive iterative calculation in off-line fashion. Genetic algorithm is not suitable for on-line learning and real-time control applications.

Therefore, a fusion method of two or three techniques together is required and preferred to compensate for defects of each intelligent tool to have the better performance. A well known combination of two tools is a combined controller of neural network and fuzzy logic. It is called a neuro-fuzzy controller that has the neural network structure whose internal function represents the fuzzy logic. Internal weights of neural network are adaptively adjusted in the way of minimizing errors by changing fuzzy rules to satisfy the specified performance. Indeed, the neuro-fuzzy control structure has advantages of both neural network and fuzzy logic [6-11].

In the framework of the adaptive neuro-fuzzy control approach, the most important concern is to develop the learning algorithm to minimize the objective function. In this paper, among many types of neuro-fuzzy control structures, the Takagi-Sugeno (T-S) neuro-fuzzy control structure is used for simple derivation of the back-propagation algorithm. The inverted pendulum system built inside the intelligent control educational kit is used as a testbed.

Empirical works of controlling the inverted pendulum system by the adaptive neuro-fuzzy controller are conducted to test the performance of the controller. The inverted pendulum system has typical characteristic and evolved to various challenging types [12-16]. To achieve real-time control, a DSP 2812 board is used for the fast calculation of the back-propagation learning algorithm derived for the adaptive neuro-fuzzy control network. Performances of the PID control method and the adaptive neuro-fuzzy control method for balancing the
pendulum under disturbances are compared to evaluate the controller performance.

2. Adaptive Neuro-Fuzzy Control

The adaptive neuro-fuzzy control structure is similar to the neural network whose function is fuzzy logic such that fuzzy rules can be changed with respect to uncertainties in the system. The adaptive neuro-fuzzy controller is getting popular since it takes benefits from merits of both neural network and fuzzy logic. To embed fuzzy logic into the multi-layered neural network, it takes more than 3 layers to process defuzzification, inference, and fuzzification procedures to complete the fuzzy controller.

Fig. 1 shows the general adaptive neuro-fuzzy structure consisting of 5 layers. Layer 1 takes crisp input values and layer 2 calculates the membership function. Layer 3 represents fuzzy rules. Each node performs the AND operation. Layer 4 performs the inference process by doing OR operation. Finally, layer 5 conducts the defuzzification process. Parameters in layer 2 and 4 are updated adaptively due to error minimization methods.

Fig. 1 Adaptive neuro-fuzzy structure

It is true that the adaptive law is seldom obtained for the Mamdani fuzzy rule method shown in Fig. 1. The linearized output representation makes the system be updated with ease by applying the back-propagation algorithm. This yields the simplified version of the adaptive neuro-fuzzy network called the Takagi-Sugeno neuro-fuzzy network structure as shown in Fig. 2. The difference is that the resultant part of if-fuzzy rules which is linear. This makes the adaptation process for the parameters of the resultant part easier by applying the back-propagation algorithm. The function of each layer can be explained as below.

1) Layer 1 calculates the membership function values of inputs.

\[ \mu_{e_i} = G_i(x_i, m_i, \sigma_i) = \exp\left(-\frac{(x_i - m_i)^2}{\sigma_i^2}\right) \] (1)

where \( x_i \) is the \( i \)th input, \( m_i \) is the center value of the \( j \)th unit of layer 2, and \( \sigma_i \) is the width of the \( j \)th unit of layer 2 for the \( i \)th input. Fig. 3 shows the typical 5 fuzzy sets.

2) Layer 2 produces the products of all the membership values.

\[ \overline{w}_j = \prod_{i=1}^{n} \mu_{e_i} \]  (2)

3) Layer 3 normalizes the output of layer 2.

\[ \overline{w}_j = \frac{w_j}{b} \] (3)

where \( b = \sum_{j=1}^{M} w_j \).

4) Layer 4 calculates the linear output.

\[ f_j = y_j \overline{w}_j \] (4)

where \( y_j = p_je + q_je + r_j \), and \( p_j, q_j, r_j \) are variables to be updated.

5) Layer 5 sums all outputs \( f_j \).

\[ f_{\text{output}} = \sum_{j=1}^{Q} f_j \] (5)

3. T-S Neuro-fuzzy Control Scheme

3.1 Process of T-S Neuro-Fuzzy Structure

The T-S neuro-fuzzy structure for the control purpose is shown in Fig. 2. It takes output errors as inputs and has 5 layers to process the fuzzy algorithm. The fuzzy rule for the T-S network is described as

Rule \( j \): if \( e_i \) is \( A_{i}^{j} \) and if \( \Delta e_i \) is \( B_{i}^{j} \) then

\[ y_j = p_{i}e_i + q_{i}\Delta e_i + r_{i} \]

where \( A_{i}^{j} \) and \( B_{i}^{j} \) are fuzzy sets whose shapes are Gaussian functions and \( p_{i}, q_{i}, r_{i} \) are weights which can be changed with respect to the condition. The difference from Fig. 1 is the resultant part of if-fuzzy rules which is linear. This makes the adaptation process for the parameters of the resultant part easier by applying the back-propagation algorithm. The function of each layer can be explained as below.

1) Layer 1 calculates the membership function values of inputs.

2) Layer 2 produces the products of all the membership values.

3) Layer 3 normalizes the output of layer 2.

4) Layer 4 calculates the linear output.

5) Layer 5 sums all outputs \( f_j \).
Fig. 4 shows the 5 fuzzy sets which can be described as the Gaussian function. The same fuzzy sets are used for the error and the change of the error.

3.2 Backward Process of T-S Neuro-Fuzzy Structure

The backward process is the back-propagation algorithm to update parameters. We have 5 variables to update, three for the linear output and two for the Gaussian functions. The output error is designed as

\[ e = f_d - f, \]

where \( f_d \) is the desired output and \( f \) is the actual output of the network.

The gradient of each parameter is described as

\[
\Delta r_j = \eta_r e \frac{w_j}{b} \\
\Delta q_j = \eta_q e \frac{w_j}{b} x_i \\
\Delta p_j = \eta_p e \frac{w_j}{b} x_i \\
\Delta m_j = 2\eta_m e \frac{y_j}{b} \left( \frac{x_i - m_j}{\sigma_j} \right) \prod_{i=1}^{N} \left[ \exp \left( -\frac{(x_i - m_j)^2}{\sigma_j^2} \right) \right] \\
\Delta \sigma_j = 2\eta_{\sigma} e \frac{y_j}{b} \left( \frac{x_i - m_j}{\sigma_j} \right)^2 \prod_{i=1}^{N} \left[ \exp \left( -\frac{(x_i - m_j)^2}{\sigma_j^2} \right) \right]
\]

where \( \eta_r, \eta_q, \eta_p, \eta_m, \eta_{\sigma} \) are learning rates and the inputs are \( x_1 = e, x_2 = \Delta e \) in this controller.

4. Inverted Pendulum Control Scheme

The T-S neuro-fuzzy control structure for the inverted pendulum system is shown in Fig. 4. Two neuro-fuzzy controllers are used separately, one for the pendulum angle control and another for the cart position control. Each neuro-fuzzy controller has the same structure shown in Fig. 2. We can expect that the controller output cannot guarantee the stability of the system at the beginning if internal weight values of the neuro-fuzzy controller are randomly selected.

The pendulum angle error is defined as

\[ e_\theta = \theta_d - \theta, \]

where \( \theta_d \) is the desired angle and \( \theta \) is the actual angle. The desired angle is set to zero. The position error is defined as

\[ e_x = x_d - x, \]

where \( x_d \) is the desired position and \( x \) is the actual position of the cart. The control input to the system is added together.

\[ \tau = \tau_\theta + \tau_x. \]

We expect the coupling action between the angle controller and the position controller which can be managed by the neuro-fuzzy controller.

5. Experimental Studies

5.1 Experimental Setup

Fig. 5 shows the overall inverted pendulum system kit for the educational purpose. The system consists of the pendulum, neuro-fuzzy control hardware, and a power system. The movement of the cart and the pendulum can be measured by encoders. Fig. 6 shows the block diagram of the overall system shown in Fig. 5.
Control hardware of DSP and FPGA is shown in Fig. 7. The corresponding block diagram of the hardware system is shown in Fig. 8. The neuro-fuzzy control algorithm is embedded on a DSP 2812 board that communicates with the FPGA module. The FPGA module includes encoder counters and PWM generators.

5.2 Balancing task with randomly selected parameters

First, the balancing control task of the inverted pendulum system is conducted. Initially the pendulum is set to zero position by positioning down and then positioned at upright position. Setting the zero angle position accurately is quite important for determining the absolute reference value for controlling the pendulum.

Initial weight parameters for the neuro-fuzzy controller are randomly selected with a small magnitude less than 0.001. Initially, the pendulum is held by hands to stabilize the system since the initial control action by the neuro-fuzzy controller cannot stabilize the system with randomly selected weight values. Without holding the pendulum at the beginning may result in falling down. Thus, the randomly selected parameter values are not suitable to control and cause the instability of the system. This initial stability is a major defect of the neuro-fuzzy control method.

Fig. 9 shows the pendulum angle error. The corresponding position error is shown in Fig. 10. Although there are large errors at the beginning, the neuro-fuzzy controller adapts parameters quickly so that the error decreases after 2 seconds. This means that newly designed fuzzy rules after 2 seconds works for controlling the pendulum system.

5.3 Balancing task with pre-learned parameters

Next test is to use pre-learned parameter values of the adaptive neuro-fuzzy controller to stabilize the system at the beginning. Figures 11 and 12 show the balancing results of the neuro-fuzzy controller. We clearly see that the errors are quite small at the beginning. The system is stable at the beginning of the control action as well. Convergence of errors becomes faster.
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\caption{Fig. 6 Overall system block diagram}
\end{figure}
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\caption{Fig. 7 DSP6713 + FPGA Based ICEK}
\end{figure}
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\caption{Fig. 8 Control system block diagram}
\end{figure}
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\caption{Fig. 9 Angle error of the pendulum for balancing}
\end{figure}
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\caption{Fig. 10 Position error for balancing}
\end{figure}
5.4 Balancing task under disturbances
Next experiment is to test the robustness of the controller. Several intentional hits are impacted to the pendulum while it maintains balance. As seen in Fig. 13, the angle error becomes large when an impact applies to the pendulum. The stronger the impact is, the larger the error occurs. However, the controller is robust enough to maintain balance under several impacts. The corresponding position error is plotted in Fig. 14.

5.5 Comparison of balancing task between PID control method and neuro-fuzzy control method
Fig. 15 shows the resulting plot of PID control performance plotted inside the GUI design. GUI panel is designed such that it has many icons to select control parameters for different control methods. Here, performances of two control methods are compared. We clearly see that sinusoidal trajectory tracking performance by the PID control method shows the oscillatory behavior although the system follows the desired trajectory.

However, in Fig. 16, the performance of the neuro-fuzzy control method shows the less oscillatory behavior and quite stable performance. Thus tracking performance of inverted pendulum system by the adaptive neuro-fuzzy controller is much better than that of the PID control method.
6. Conclusion

The neuro-fuzzy controller has been implemented on the DSP chip and tested for balancing the inverted pendulum system mounted on the educational kit. Learning algorithm has been derived for on-line learning and control. Experimental results show that the initialization of parameters of the neuro-fuzzy controller plays a very important role to stabilize the system at the beginning. At the beginning of the experiment, the system was unstable with the neuro-fuzzy controller since the output of the neuro-fuzzy controller cannot be expected. Thus, the next research topic is to study the robust control algorithm for the neuro-fuzzy controller to stabilize the system at the beginning of the control action.
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