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Abstract

Based on the interval-valued intuitionistic fuzzy hybrid geometric (IIFHG) operator and the interval-valued intuitionistic fuzzy weighted geometric (IIFWG) operator, we investigate the group decision making problems in which all the information provided by the decision-makers is presented as interval-valued intuitionistic fuzzy decision matrices where each of the elements is characterized by interval-valued intuitionistic fuzzy numbers, and the information about attribute weights is partially known. A numerical example is used to illustrate the applicability of the proposed approach.
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1. Introduction

Interval-valued intuitionistic fuzzy sets, introduced by Atanassov and Gargov [1], each of which is characterized by a membership function and a non-membership function whose values are intervals rather than exact numbers, are a very useful means to describe the decision information in the process of decision making. Some researchers have applied the interval-valued intuitionistic fuzzy set theory to the field of decision making. Some researcher have applied the interval-valued intuitionistic fuzzy hybrid geometric (IIFHG) operator and the interval-valued intuitionistic fuzzy weighted geometric (IIFWG) operator for aggregating interval-valued intuitionistic fuzzy information, and gave an application of IIFHG operator to multi-attribute group decision making with interval-valued intuitionistic fuzzy information. Xu [13] developed some geometric aggregation operator, such as the interval-valued intuitionistic fuzzy geometric (IIFG) operator and interval-valued intuitionistic fuzzy weighted geometric (IIFWG) operator and applied them to multi-attribute group decision making with interval-valued intuitionistic fuzzy information. Xu and Chen [14] and Wei and Wang [11], respectively, developed some geometric aggregation operator, such as the interval-valued intuitionistic fuzzy ordered weighted geometric (IIFOWG) operator and interval-valued intuitionistic fuzzy hybrid geometric (IIFHG) operator and applied them to multi-attribute group decision making with interval-valued intuitionistic fuzzy information.

In this paper, we study some properties of the IIFHG and IIFWG operators and then investigate the group decision making problems in which all the information provided by the decision-makers is presented as interval-valued intuitionistic fuzzy decision matrices where each of the elements is characterized by interval-valued intuitionistic fuzzy number, and the information about attribute weights is partially known. First, we use the IIFHG operator to aggregate all individual interval-valued intuitionistic fuzzy decision matrices provided by the decision-makers into the collective interval-valued intuitionistic fuzzy decision matrix, and then we use the score function to calculate the score of each attribute value and construct the score matrix of the collective interval-valued intuitionistic fuzzy decision matrix. Based on the score matrix and the given attribute weight information, we establish some optimization models to determine the weights of attributes, and then we use the obtained attribute weights and the IIFWG operator to fuse the interval-valued intuitionistic fuzzy information in the collective interval-valued intuitionistic fuzzy decision matrix.
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sion matrix to get the overall interval-valued intuitionistic fuzzy values of alternatives by which the raking of all the given alternatives can be found. Finally, a numerical example is given to illustrate the applicability of the proposed method.

2. Relations and Aggregation Operators

2.1 Basic Concepts and Relations

Let a set $X$ be fixed and $D[0, 1]$ be the set of all closed subintervals of the interval $[0, 1]$. An interval-valued intuitionistic fuzzy set (IVIFS) $A$ in $X$ is an object having the form:

$$A = \{ (x, \mu_A(x), \nu_A(x)) : x \in X \},$$

where $\mu_A : X \rightarrow D[0, 1], \nu_A : X \rightarrow D[0, 1]$ with the condition $\sup \mu_A(x) + \sup \nu_A(x) \leq 1$ for any $x \in X$.

The intervals $\mu_A(x)$ and $\nu_A(x)$ denote, respectively, the degree of belongingness and the degree of non-belongingness of the element $x$ to $A$. Then for each $x \in X$, $\mu_A(x)$ and $\nu_A(x)$ are closed intervals and their lower and upper end points are denoted by $\mu_{AL}(x)$, $\nu_{AL}(x)$, and $\nu_{AU}(x)$, respectively, and thus we can replace (1) with

$$A = \{ (x, [\mu_{AL}(x), \mu_{AU}(x)], [\nu_{AL}(x), \nu_{AU}(x)] : x \in X \},$$

where $0 \leq \mu_{AU}(x) + \nu_{AU}(x) \leq 1$ for any $x \in X$.

For each IVIFS $A$ in $X$, we call

$$\pi_A(x) = 1 - \mu_A(x) - \nu_A(x) = [1 - \mu_{AU}(x) - \nu_{AU}(x), 1 - \mu_{AL}(x) - \nu_{AL}(x)]$$

an intuitionistic fuzzy interval of $X$ in $A$.

For convenience, we call $\tilde{a} = ([a, b], [c, d])$ an interval-valued intuitionistic fuzzy number (IVIFN) [13], where $[a, b] \subset [0, 1], [c, d] \subset [0, 1]$ and $b + d \leq 1$.

Xu [13] defined a score function $s$ to measure a IVIFN $\tilde{a}$ as follows:

$$s(\tilde{a}) = \frac{1}{2}(a - c + b - d),$$

where $s(\tilde{a}) \in [-1, 1]$. The larger the value of $s(\tilde{a})$, the higher the IVIFN $\tilde{a}$. Especially, if $s(\tilde{a}) = 1$, then $\tilde{a} = ([1, 1], [0, 0])$, which is the largest IVIFN; if $s(\tilde{a}) = -1$, then $\tilde{a} = ([0, 0], [1, 1])$, which is the smallest IVIFN.

Wei and Wang [11] defined an accuracy function $h$ to evaluate the accuracy degree of a IVIFN $\tilde{a}$ as follows:

$$h(\tilde{a}) = \frac{1}{2}(a + b + c + d),$$

where $h(\tilde{a}) \in [0, 1]$. The larger the value of $h(\tilde{a})$, the higher the degree of accuracy of the IVIFN $\tilde{a}$.

From (2), we define the hesitancy degree of the IVIFN $\tilde{a} = ([a, b], [c, d])$ as the midpoint of intuitionistic fuzzy interval of $\tilde{a}$, i.e.,

$$\pi(\tilde{a}) = \frac{1}{2}((1 - a - c) + (1 - b - d)).$$

Then we get the relation between the hesitancy degree and the accuracy degree of the IVIFN $\tilde{a}$

$$\pi(\tilde{a}) + h(\tilde{a}) = 1.$$  

From (6), we know that the higher the accuracy degree $h(\tilde{a})$, the lower the hesitancy degree $\pi(\tilde{a})$.

Based on the score function and the accuracy function, Xu [13] defined a method to compare two IVIFNs as follows:

**Definition 1.** Let $\tilde{a}_1 = ([a_1, b_1], [c_1, d_1])$ and $\tilde{a}_2 = ([a_2, b_2], [c_2, d_2])$ be two IVIFNs, $s(\tilde{a}_1) = \frac{1}{2}(a_1 - c_1 + b_1 - d_1)$ and $s(\tilde{a}_2) = \frac{1}{2}(a_2 - c_2 + b_2 - d_2)$ be the score of $\tilde{a}_1$ and $\tilde{a}_2$, respectively, and $h(\tilde{a}_1) = \frac{1}{2}(a_1 + b_1 + c_1 + d_1)$ and $h(\tilde{a}_2) = \frac{1}{2}(a_2 + b_2 + c_2 + d_2)$ be the accuracy degree of $\tilde{a}_1$ and $\tilde{a}_2$, respectively; then:

- if $s(\tilde{a}_1) < s(\tilde{a}_2)$, then $\tilde{a}_1$ is smaller than $\tilde{a}_2$, denoted by $\tilde{a}_1 \prec \tilde{a}_2$;

- if $s(\tilde{a}_1) = s(\tilde{a}_2)$, then
  1. if $h(\tilde{a}_1) = h(\tilde{a}_2)$, then $\tilde{a}_1$ and $\tilde{a}_2$ represent the same information which denotes indifference between $\tilde{a}_1$ and $\tilde{a}_2$, denoted by $\tilde{a}_1 \sim \tilde{a}_2$;
  2. if $h(\tilde{a}_1) < h(\tilde{a}_2)$, then $\tilde{a}_1$ is smaller than $\tilde{a}_2$, denoted by $\tilde{a}_1 \prec \tilde{a}_2$.

**Theorem 1.** Let $\tilde{a}_1 = ([a_1, b_1], [c_1, d_1])$ and $\tilde{a}_2 = ([a_2, b_2], [c_2, d_2])$ be two IVIFNs; then we have

- $a_1 \leq a_2, b_1 \leq b_2, c_1 \geq c_2$ and $d_1 \geq d_2$.

**Proof.** Since $s(\tilde{a}_1) = \frac{1}{2}(a_1 - c_1 + b_1 - d_1), s(\tilde{a}_2) = \frac{1}{2}(a_2 - c_2 + b_2 - d_2), a_1 \leq a_2, b_1 \leq b_2, c_1 \geq c_2$ and $d_1 \geq d_2$, we have

- $s(\tilde{a}_1) - s(\tilde{a}_2) = \frac{1}{2}(a_1 - a_2) + (b_1 - b_2) + (c_2 - c_1) + (d_2 - d_1).

If $a_1 = a_2, b_1 = b_2, c_1 = c_2$ and $d_1 = d_2$, then $\tilde{a}_1 = \tilde{a}_2$; otherwise, we have $s(\tilde{a}_1) - s(\tilde{a}_2) < 0$, i.e., $s(\tilde{a}_1) < s(\tilde{a}_2)$. Thus from Definition 1, it follows that $\tilde{a}_1 \prec \tilde{a}_2$, which completes the proof of Theorem 1.

Deschrijver and Kerre [4] defined a complete lattice as a partially ordered set such that every nonempty subset of it have a supremum and an infimum, and defined a relation...
and showed that \((L^*, \leq_{L^*})\) is a complete lattice. However, in some situations, \((L^*, \leq_{L^*})\) cannot be used to compare IVIFNs. For example, let \(\tilde{a}_1 = \langle [0.2, 0.4], [0.5, 0.6] \rangle\) and \(\tilde{a}_2 = \langle [0.5, 0.6], [0.2, 0.3] \rangle\). Then it is impossible to know which one is bigger by using (7). But in this case, we use Definition 1 to compare them. In fact, since

\[
\begin{align*}
    s(\tilde{a}_1) &= \frac{1}{2}(0.2 - 0.5 + 0.4 - 0.6) = -0.25, \\
    s(\tilde{a}_2) &= \frac{1}{2}(0.2 - 0.4 + 0.3 - 0.7) = -0.30,
\end{align*}
\]

then, by Definition 1, we know that \(\tilde{a}_1 \preceq \tilde{a}_2\).

Atanassov and Gargov [1] and Atanassov [2] introduced some basic operations on interval-valued intuitionistic fuzzy sets, which not only can ensure that the operational results are also interval-valued intuitionistic fuzzy sets but also are useful in the calculus of variables under interval-valued intuitionistic fuzzy environment. Motivated by the operations in [1] and [2], Xu [13] defined two operational laws of IVIFNs, which are very useful in the remainder of this paper, as follows:

**Definition 2.** Let \(\tilde{a}_1 = \langle [a_1, b_1], [c_1, d_1] \rangle\), \(\tilde{a}_2 = \langle [a_2, b_2], [c_2, d_2] \rangle\) and \(\tilde{a} = \langle [a, b], [c, d] \rangle\) be three IVIFNs; then

1) \(\tilde{a}_1 \otimes \tilde{a}_2 = \langle [a_1a_2, b_1b_2], [c_1 + c_2 - c_1c_2, d_1 + d_2 - d_1d_2] \rangle\);

2) \(\tilde{a}^\lambda = \langle [a^\lambda, b^\lambda], [1 - (1 - c)^\lambda, 1 - (1 - d)^\lambda] \rangle\), \(\lambda > 0\),

which can ensure the operational results are also IVIFNs. Based on Definition 2, Xu [13] further introduced the following relations:

1) \(\tilde{a}_1 \otimes \tilde{a}_2 = \tilde{a}_2 \otimes \tilde{a}_1\).

2) \((\tilde{a}_1 \otimes \tilde{a}_2)^\lambda = \tilde{a}_1^\lambda \otimes \tilde{a}_2^\lambda\), \(\lambda > 0\).

3) \(\tilde{a}^{\lambda_1} \otimes \tilde{a}^{\lambda_2} = \tilde{a}^{\lambda_1 + \lambda_2}\), \(\lambda_1, \lambda_2 > 0\).

Let \(S(x_1, x_2) = x_1 + x_2 - x_1x_2\) and \(T(y_1, y_2) = y_1y_2\) \((x = a, b; y = c, d)\); then the operational law 1) in Definition 2 can be rewritten as follows:

\[
\tilde{a}_1 \otimes \tilde{a}_2 = \langle [T(a_1, a_2), T(b_1, b_2)], [S(c_1, c_2), S(d_1, d_2)] \rangle,
\]

where \(S(x_1, x_2) = x_1 + x_2 - x_1x_2\) and \(T(y_1, y_2) = y_1y_2\) are, respectively, well-known \(t\)-conorm and \(t\)-norm satisfy boundedness, monotonicity, commutativity and associativity properties.

In the following, let us look at \(\tilde{a}^\lambda\) for some special cases of \(\lambda\) and \(\tilde{a}\).

1) If \(\tilde{a} = \langle [1, 1], [0, 0] \rangle\), then \(\tilde{a}^\lambda = \langle [1, 1], [0, 0] \rangle\).

2) If \(\tilde{a} = \langle [0, 0], [1, 1] \rangle\), then \(\tilde{a}^\lambda = \langle [0, 0], [1, 1] \rangle\).

3) If \(\tilde{a} = \langle [0, 0], [0, 0] \rangle\), then \(\tilde{a}^\lambda = \langle [0, 0], [0, 0] \rangle\).

4) If \(\tilde{a} = \langle [a, b], [c, d] \rangle\), \(\lambda \rightarrow 0\) and \(0 < a \leq b < 1\) and \(0 < c \leq d < 1\), then \(\tilde{a}^\lambda \rightarrow \langle [1, 1], [0, 0] \rangle\).

5) If \(\tilde{a} = \langle [a, b], [c, d] \rangle\), \(\lambda \rightarrow +\infty\) and \(0 < a \leq b < 1\) and \(0 < c \leq d < 1\), then \(\tilde{a}^\lambda \rightarrow \langle [0, 0], [1, 1] \rangle\).

6) If \(\tilde{a} = \langle [a, b], [c, d] \rangle\) and \(\lambda = 1\), then \(\tilde{a}^1 = \tilde{a}\).

### 2.2 Interval-valued Intuitionistic Fuzzy Geometric Aggregation Operators

For convenience, let \(\Omega\) be the set of all IVIFNs. Xu and Yager [16] introduced various geometric aggregation operators to deal with intuitionistic fuzzy information. Based on these operators and Definition 2, Xu [13] defined interval-valued intuitionistic fuzzy weighted geometric (IIFWG) operator:

**Definition 3.** [13] Let \(\tilde{a}_j = \langle [a_j, b_j], [c_j, d_j] \rangle \((j = 1, 2, \ldots, n)\) be a collection of IVIFNs, and let \(IIFWG : \Omega^n \rightarrow \Omega\), if

\[
IIFWG_w(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = \tilde{a}_1^w \otimes \tilde{a}_2^w \otimes \cdots \otimes \tilde{a}_n^w,
\]

then IIFWG is called the IIFWG operator of dimension \(n\), \(w = (w_1, w_2, \ldots, w_n)^T\) is the weight vector of \(\tilde{a}_j \((j = 1, 2, \ldots, n)\) with \(w_j > 0\) and \(\sum_{j=1}^n w_j = 1\). Especially, if \(w = \left(\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n}\right)^T\), then the IIFWG operator is reduced to the interval-valued intuitionistic fuzzy geometric (IFG) operator, which is defined as follows:

\[
IIFG_w(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = (\tilde{a}_1 \otimes \tilde{a}_2 \otimes \cdots \otimes \tilde{a}_n)^{\frac{1}{n}}.
\]

Based on Definition 3, we have the following.

**Theorem 2.** (Properties of IIFWG): Let \(\tilde{a}_j = \langle [a_j, b_j], [c_j, d_j] \rangle \((j = 1, 2, \ldots, n)\) be a collection of IVIFNs and \(w = (w_1, w_2, \ldots, w_n)^T\) is the weight vector of \(\tilde{a}_j \((j = 1, 2, \ldots, n)\) with \(w_j > 0\) and \(\sum_{j=1}^n w_j = 1\); then we have the following.

1) (Idempotency): If all \(\tilde{a}_j = \langle [a_j, b_j], [c_j, d_j] \rangle \((j = 1, 2, \ldots, n)\) are equal, i.e., \(\tilde{a}_j = \tilde{a}\) for all \(j\), then

\[
IIFWG_w(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = \tilde{a}.
\]

2) (Boundedness): \(\tilde{a}^- \leq IIFWG_w(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) \leq \tilde{a}^+\), for every \(w\) \((11)\) where \(\tilde{a}^- = \langle [\min_j a_j, \min_j b_j], [\max_j c_j, \max_j d_j] \rangle\) and \(\tilde{a}^+ = \langle [\max_j a_j, \max_j b_j], [\min_j c_j, \min_j d_j] \rangle\).

3) (Monotonicity): Let \(\tilde{a}_j^+ = \langle [a_j^+, b_j^+], [c_j^+, d_j^+] \rangle \((j = 1, 2, \ldots, n)\) be a collection of IVIFNs. If \(a_j^+ \leq b_j^+ \leq b_j^+, c_j^+ \geq d_j^+ \geq d_j^+\) for all \(j\), then

\[
IIFWG_w(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) \leq IIFWG_w(\tilde{a}_1^+, \tilde{a}_2^+, \ldots, \tilde{a}_n^+).
\]

Based on Definitions 1 and 2, Xu and Chen [14] defined another geometric operator for aggregating interval-valued intuitionistic fuzzy information.
Theorem 3. (Properties of IIFOWG): Let \( \tilde{a}_j = (\{a_{j1}, b_{j1}\}, \{c_{j1}, d_{j1}\}) \) \((j = 1, 2, \ldots, n)\) be a collection of IVIFNs and \( \omega = (\omega_1, \omega_2, \ldots, \omega_n)^T \) is the weight vector of the IIFOWG operator, with \( \omega_j > 0 \) and \( \sum_{j=1}^{n} \omega_j = 1 \); then we have the following.

1) (Idempotency): If all \( \tilde{a}_j = (\{a_{j1}, b_{j1}\}, \{c_{j1}, d_{j1}\}) \) \((j = 1, 2, \ldots, n)\) are equal, i.e., \( \tilde{a}_j = \tilde{a} \) for all \( j \), then

\[
\text{IIFOWG}_\omega(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = \tilde{a}.
\]

2) (Boundedness):

\[
\tilde{a}^- \leq \text{IIFOWG}_\omega(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) \leq \tilde{a}^+,
\]

for every \( \omega \) (15), where \( \tilde{a}^- = (\{\min_j a_{j1}, \min_j b_{j1}\}, \{\max_j c_{j1}, \max_j d_{j1}\}) \) and \( \tilde{a}^+ = (\{\max_j a_{j1}, \max_j b_{j1}\}, \{\min_j c_{j1}, \min_j d_{j1}\}) \).

3) (Monotonicity): Let \( \tilde{a}_j^* = (\{a_{j1}^*, b_{j1}^*\}, \{c_{j1}^*, d_{j1}^*\}) \) \((j = 1, 2, \ldots, n)\) be a collection of IVIFNs. If \( a_j \leq a_j^*, b_j \leq b_j^*, \) \( c_j \geq c_j^* \) and \( d_j \geq d_j^* \) for all \( j \), then

\[
\text{IIFOWG}_\omega(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) \leq \text{IIFOWG}_\omega(\tilde{a}_1^*, \tilde{a}_2^*, \ldots, \tilde{a}_n^*),
\]

for every \( \omega \). (16)

4) (Commutativity): Let \( \tilde{a}_j^* = (\{a_{j1}^*, b_{j1}^*\}, \{c_{j1}^*, d_{j1}^*\}) \) \((j = 1, 2, \ldots, n)\) be a collection of IVIFNs; then

\[
\text{IIFOWG}_\omega(\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) = \text{IIFOWG}_\omega(\tilde{a}_1^*, \tilde{a}_2^*, \ldots, \tilde{a}_n^*),
\]

for every \( \omega \); (17) where \( (\tilde{a}_1^*, \tilde{a}_2^*, \ldots, \tilde{a}_n^*) \) is any permutation of \( (\tilde{a}_1, \tilde{a}_2, \ldots, \tilde{a}_n) \).

3. Multi-person Multi-attribute Decision Making under Interval-valued Intuitionistic Fuzzy Environment

In this section, we investigate the group decision making problems in which all information provided by decision-makers is expressed as interval-valued intuitionistic fuzzy decision matrices where each of the elements is characterized by IVIFN, and the information about attribute weights is partially known.

For multi-person multi-attribute decision making problem, let \( O = \{O_1, O_2, \ldots, O_n\} \) be the set of \( n \) alternatives, \( D = \{d_1, d_2, \ldots, d_l\} \) be the set of \( l \) decision-makers, and \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_l)^T \) be the weight vector of decision-makers, where \( \lambda_k \geq 0, k = 1, 2, \ldots, l, \) and \( \sum_{k=1}^{l} \lambda_k = 1 \).
Let \( U = \{ u_1, u_2, \ldots, u_m \} \) be the set of \( m \) attributes. In general, the decision-makers need to determine the importance degrees of a set \( U \) of \( m \) attributes. Thus we suppose that the decision-makers provide the attribute weight information may be presented in the following forms \([7, 6]\), for \( i \neq j \):

1. A weak ranking: \( \{ w_i \geq w_j \} \);
2. A strict ranking: \( \{ w_i - w_j \geq \delta_i (\geq 0) \} \);
3. A ranking with multiples: \( \{ w_i \geq \delta_i w_j \} \), \( 0 \leq \delta_i \leq 1 \);
4. An interval form: \( \{ \delta_i \leq w_i \leq \delta_i + \varepsilon_i \}, 0 \leq \delta_i \leq \delta_i + \varepsilon_i \leq 1 \);
5. A ranking of differences: \( \{ w_i - w_j \geq w_k - w_l \} \), for \( j \neq k \neq l \).

For convenience, we denote by \( H \) the set of the known information about attribute weights provided by the decision-makers. Let \( R^{(k)} = (\tilde{r}^{(k)}_{ij})_{m \times n} \) be an interval-valued intuitionistic fuzzy decision matrix, where \( \tilde{r}^{(k)}_{ij} = (\alpha^{(k)}_{ij}, b^{(k)}_{ij}, t^{(k)}_{ij}) \) is an IVIFN, provided by the decision-maker \( d_k \in D \) for the alternative \( O_j \) with respect to the attribute \( u_i \in U \), [\( \alpha^{(k)}_{ij}, b^{(k)}_{ij} \) indicates the degree that the alternative \( O_j \in O \) satisfy the attribute \( u_j \), expressed by the decision-maker \( d_k \), while \( [\alpha^{(k)}_{ij}, \delta^{(k)}_{ij}] \) indicates the degree that the alternative \( O_j \in O \) does not satisfy the attribute \( u_j \), expressed by the decision-maker \( d_k \), and

\[
[\alpha^{(k)}_{ij}, b^{(k)}_{ij}] \subset [0,1], [\nu^{(k)}_{ij}, d^{(k)}_{ij}] \subset [0,1],
\]

\[
b^{(k)}_{ij} + d^{(k)}_{ij} \leq 1, i = 1, 2, \ldots, m, j = 1, 2, \ldots, n.
\]

To make a final decision in the process of group decision making, we need to fuse all individual decision information into group opinion. To do this, we use the IIIFG operator (see, (18)) to aggregate all individual interval-valued intuitionistic fuzzy decision matrices \( R^{(k)} = (\tilde{r}^{(k)}_{ij})_{m \times n} \) \( (k = 1, 2, \ldots, l) \) into the collective interval-valued intuitionistic fuzzy decision matrix \( R = (\tilde{r}_{ij})_{m \times n} \), where

\[
\tilde{r}_{ij} = IIIFHG_{\alpha, \lambda}(\tilde{r}^{(1)}_{ij}, \tilde{r}^{(2)}_{ij}, \ldots, \tilde{r}^{(l)}_{ij})
\]

\[
= (\tilde{r}^{(\sigma(1))}_{ij})_{\alpha_i} \otimes (\tilde{r}^{(\sigma(2))}_{ij})_{\alpha_2} \otimes \cdots \otimes (\tilde{r}^{(\sigma(l))}_{ij})_{\alpha_l}
\]

\[
= \left( \prod_{k=1}^{n} (\tilde{a}^{(\sigma(k))}_{ij})_{\alpha_k}, \prod_{k=1}^{n} (\tilde{b}^{(\sigma(k))}_{ij})_{\alpha_k}, \prod_{k=1}^{n} (\tilde{d}^{(\sigma(k))}_{ij})_{\alpha_k}, \prod_{k=1}^{n} (1 - \tilde{c}^{(\sigma(k))}_{ij})_{\alpha_k} \right),
\]

\[
\mathrm{where \ \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_l)T \ \text{is weight vector of IIIFG operator} \ \text{with} \ \alpha_k > 0 \ (k = 1, 2, \ldots, l), \ \text{and} \ \sum_{k=1}^{l} \alpha_k = 1, \ \text{and} \ \tilde{r}^{(\sigma(k))}_{ij} = \{[\alpha^{(\sigma(k))}_{ij}, \nu^{(\sigma(k))}_{ij}, [\tilde{c}^{(\sigma(k))}_{ij}, \tilde{d}^{(\sigma(k))}_{ij}] \} \ \text{is the} \ \mathrm{kth \ largest \ of \ the \ weighted \ IVIFNs} \ \tilde{r}^{(k)}_{ij} = (\tilde{r}^{(k)}_{ij})_{\lambda_k},
\]

\( i = 1, 2, \ldots, m; \ j = 1, 2, \ldots, n \). Here, we denote by \( \tilde{r}_{ij} = ([a_{ij}, b_{ij}, c_{ij}, d_{ij}], i = 1, 2, \ldots, m; \ j = 1, 2, \ldots, n \).

In the cases that the information about attribute weights is completely known, that is, the weight vector \( w = (w_1, w_2, \ldots, w_m)^T \) of the attributes \( u_k \ (k = 1, 2, \ldots, m) \) can be completely determine in advance, then based on the collective interval-valued intuitionistic fuzzy decision matrix \( R = (\tilde{r}_{ij})_{m \times n} \), we can use the IIIFGW operator (see, (9)):

\[
\tilde{r}_j = IIIFGW_{\alpha}(\tilde{r}_{ij}, \tilde{r}_{ij}, \ldots, \tilde{r}_{ij})
\]

\[
= \tilde{r}^{w_1}_{ij} \otimes \tilde{r}^{w_2}_{ij} \otimes \cdots \otimes \tilde{r}^{w_m}_{ij}
\]

\[
= \left( \prod_{i=1}^{m} a_{ij}^{w_i}, \prod_{i=1}^{m} b_{ij}^{w_i}, [1 - \prod_{i=1}^{m} (1 - c_{ij})^{w_i}, \right.
\]

\[
1 - \prod_{i=1}^{m} (1 - d_{ij})^{w_i} \right), \ j = 1, 2, \ldots, n
\]

to obtain the overall values of the alternative \( O_j \). The greater the value of \( \tilde{r}_j \) the better the alternative \( O_j \) will be.

However, the information about attribute weights provided by the decision-makers is usually incomplete (see, [6, 7]). So an interesting and important issue is how to utilize the collective interval-valued intuitionistic fuzzy decision matrix and the known weight information to find the most desirable alternative(s).

In the following, we present an approach to determining the weight of attributes.

**Definition 6.** Let \( R = (\tilde{r}_{ij})_{m \times n} \) be the collective interval-valued intuitionistic fuzzy decision matrix. Then we call \( S = (s_{ij})_{m \times n} \) the score matrix of \( R = (\tilde{r}_{ij})_{m \times n} \), where

\[
s_{ij} = s(\tilde{r}_{ij}) = \frac{1}{2} (a_{ij} - c_{ij} + b_{ij} - d_{ij}), \quad i = 1, 2, \ldots, m; \ j = 1, 2, \ldots, n
\]

and \( s(\tilde{r}_{ij}) \) is called the score of \( \tilde{r}_{ij} \).

Based on the score matrix, we present the overall score values of each alternatives \( O_j \ (j = 1, 2, \ldots, m) \):

\[
s_j(w) = \sum_{i=1}^{m} w_i s_{ij}, \quad j = 1, 2, \ldots, n.
\]

Obviously, the greater the value \( s_j(w) \), the better the alternative \( O_j \). When we only consider the alternative \( O_j \), then a reasonable vector of attribute weights \( w = (w_1, w_2, \ldots, w_m)^T \) should be determined. Thus, we establish the following optimization model to maximize \( s_j(w) \):

\[
\text{(M)} \quad \text{Maximize } s_j(w) = \sum_{i=1}^{m} w_i s_{ij}
\]

Subject to : \( w = (w_1, \ldots, w_m)^T \) is \( H \), \( w_i \geq 0, \quad i = 1, \ldots, m, \sum_{i=1}^{m} w_i = 1 \).
By solving the model (M), we obtain the optimal solution \( w^{ij} = (w_1^{ij}, w_2^{ij}, \ldots, w_m^{ij})^T \) corresponding to the alternative \( O_j \). However, in the process of determining the weight vector \( w = (w_1, w_2, \ldots, w_m)^T \), we need to consider all the alternatives \( O_j (j = 1, 2, \ldots, n) \) as a whole. Thus, we construct weight matrix \( W = (w^{ij})_{m \times n} \) of the optimal solutions \( w^{ij} = (w_1^{ij}, w_2^{ij}, \ldots, w_m^{ij})^T \) \((j = 1, 2, \ldots, n)\) as:

\[
W = \begin{pmatrix}
w_1^{(1)} & w_2^{(1)} & \cdots & w_m^{(1)} \\
w_1^{(2)} & w_2^{(2)} & \cdots & w_m^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
w_1^{(n)} & w_2^{(n)} & \cdots & w_m^{(n)}
\end{pmatrix}
\]

and we calculate the normalized eigenvector \( \omega = (\omega_1, \omega_2, \ldots, \omega_n)^T \) of the matrix \((S^T W)^T (S^T W)\), and then we construct a combined weight vector as follows:

\[
w = W \omega = \begin{pmatrix}
w_1^{(1)} & w_2^{(2)} & \cdots & w_m^{(n)} \\
w_1^{(2)} & w_2^{(2)} & \cdots & w_m^{(2)} \\
\vdots & \vdots & \ddots & \vdots \\
w_1^{(n)} & w_2^{(n)} & \cdots & w_m^{(n)}
\end{pmatrix} \begin{pmatrix}
\omega_1 \\
\omega_2 \\
\vdots \\
\omega_n
\end{pmatrix}
\]

\[=(\omega_1 w_1^{(1)} + \omega_2 w_2^{(2)} + \cdots + \omega_n w_n^{(n)})
\]

and thus we derive the weight vector \( w = (w_1, w_2, \ldots, w_m)^T \) of the attributes \( u_k \) \((k = 1, 2, \ldots, m)\).

Based on the analysis above, in the following we present an approach to multi-person multi-attribute interval-valued intuitionistic fuzzy decision making with incomplete attribute weight information:

**Step 1.** Utilize the IIFHG operator (20) to aggregate all individual interval-valued intuitionistic fuzzy decision matrices \( R^{(k)} = (\tilde{r}_{ij}^{(k)})_{m \times n} \) \((k = 1, 2, \ldots, l)\) into a collective interval-valued intuitionistic fuzzy decision matrix \( R = (\tilde{r}_{ij})_{m \times n} \).

**Step 2.** Calculate the score matrix \( S = (s_{ij})_{m \times n} \) of the collective interval-valued intuitionistic fuzzy decision matrix \( R \).

**Step 3.** Utilize the model (M) to obtain the optimal weight vectors \( w^{ij} = (w_1^{ij}, w_2^{ij}, \ldots, w_m^{ij})^T \) \((j = 1, 2, \ldots, n)\) corresponding to the alternatives \( O_j \) \((j = 1, 2, \ldots, n)\), and then construct the weight matrix \( W \).

**Step 4.** Calculate the normalized eigenvector \( \omega = (\omega_1, \omega_2, \ldots, \omega_n)^T \) of the matrix \( (S^T W)^T (S^T W) \).

**Step 5.** Utilize (24) to derive the weight vector \( w = (w_1, w_2, \ldots, w_m)^T \).

**Step 6.** Use the IIFWGG operator (21) to get the overall values \( \tilde{r}_j \) of the alternatives \( O_j \) \((j = 1, 2, \ldots, n)\).

**Step 7.** Use the score function to calculate the scores \( s(\tilde{r}_j) \) of the overall values \( \tilde{r}_j \) of the alternatives \( O_j \) \((j = 1, 2, \ldots, n)\).

**Step 8.** Utilize the scores \( s(\tilde{r}_j) \) to rank the alternatives \( O_j \) \((j = 1, 2, \ldots, n)\), and then select the most desirable one(s) (if two scores \( s(\tilde{r}_i) \) and \( s(\tilde{r}_j) \) are identical, then we calculate the accuracy degrees \( h(\tilde{r}_i) \) and \( h(\tilde{r}_j) \) of the overall values \( \tilde{r}_i \) and \( \tilde{r}_j \), respectively, and then rank the alternatives \( O_i \) and \( O_j \) according to the accuracy degrees \( h(\tilde{r}_i) \) and \( h(\tilde{r}_j) \)).

### 4. Numerical Example

In this section, we present a numerical example to illustrate how the proposed method can be used.

Let \( O = \{O_1, O_2, O_3\} \) be the set of three alternatives, \( D = \{d_{11}, d_{22}, d_{31}\} \) be the set of four experts whose weight vector is \( \lambda = (0.3, 0.2, 0.3, 0.2)^T \). Let \( U = \{u_1, u_2, u_3, u_4, u_5\} \) be the set of five attributes. The experts \( d_k (k = 1, 2, 3, 4) \) represent, respectively, the characteristics of the alternatives \( O_j \) \((j = 1, 2, 3)\) by the IV-IFNs \( \tilde{r}_{ij}^{(k)} \) \((i = 1, 2, 3, 4, 5; j = 1, 2, 3)\) with respect to the attributes \( u_i \) \((i = 1, 2, 3, 4, 5)\), listed in Tables 1-4 (i.e., interval-valued intuitionistic fuzzy decision matrices \( R^{(k)} = (\tilde{r}_{ij}^{(k)})_{5 \times 3} \) \((k = 1, 2, 3, 4)\)).

<table>
<thead>
<tr>
<th>( u_1 )</th>
<th>( u_2 )</th>
<th>( u_3 )</th>
<th>( u_4 )</th>
<th>( u_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.6</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
</tr>
<tr>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
</tr>
</tbody>
</table>

### 4.1 Interval-valued intuitionistic fuzzy decision matrix \( R^{(1)} \)

<table>
<thead>
<tr>
<th>( O_1 )</th>
<th>( O_2 )</th>
<th>( O_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>0.3</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>0.6</td>
<td>0.7</td>
<td>0.4</td>
</tr>
<tr>
<td>0.5</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
</tr>
</tbody>
</table>

### 4.2 Interval-valued intuitionistic fuzzy decision matrix \( R^{(2)} \)

<table>
<thead>
<tr>
<th>( O_1 )</th>
<th>( O_2 )</th>
<th>( O_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>0.3</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>0.6</td>
<td>0.7</td>
<td>0.4</td>
</tr>
<tr>
<td>0.5</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
</tr>
</tbody>
</table>

### 4.3 Interval-valued intuitionistic fuzzy decision matrix \( R^{(3)} \)

<table>
<thead>
<tr>
<th>( O_1 )</th>
<th>( O_2 )</th>
<th>( O_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>0.3</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>0.6</td>
<td>0.7</td>
<td>0.4</td>
</tr>
<tr>
<td>0.5</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
</tr>
</tbody>
</table>

### 4.4 Interval-valued intuitionistic fuzzy decision matrix \( R^{(4)} \)

<table>
<thead>
<tr>
<th>( O_1 )</th>
<th>( O_2 )</th>
<th>( O_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>0.3</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>0.6</td>
<td>0.7</td>
<td>0.4</td>
</tr>
<tr>
<td>0.5</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
</tr>
</tbody>
</table>
Assume that the information about attribute weights, given by decision-makers, is shown as follows, respectively:

\[d_1: w_1 \leq 0.3, \quad 0.2 \leq w_3 \leq 0.5;\]
\[d_2: 0.1 \leq w_2 \leq 0.2, \quad w_5 \leq 0.4;\]
\[d_3: w_3 - w_2 \geq w_5 - w_1, \quad w_4 \geq w_1;\]
\[d_4: w_3 - w_1 \leq 0.1, \quad 0.1 \leq w_3 \leq 0.3.\]

Then the set \(H\) of the known information about attribute weights provided by the decision-makers is

\[H = \{w_1 \leq 0.3, \quad 0.2 \leq w_3 \leq 0.5, \quad 0.1 \leq w_2 \leq 0.2, \quad w_5 \leq 0.4, \quad w_3 - w_2 \geq w_5 - w_1, \quad w_4 \geq w_1, \quad w_3 - w_1 \leq 0.1, \quad 0.1 \leq w_3 \leq 0.3\}.

**Step 1.** Utilize the IIFHG operator (let \(\alpha = (0.155, 0.345, 0.345, 0.155)^T\)) to aggregate the individual interval-valued intuitionistic fuzzy decision matrices \(R^{(k)} = (\tilde{r}_{ij}^{(k)})_{5 \times 3} (k = 1, 2, 3, 4)\) into the collective interval-valued intuitionistic fuzzy decision matrix \(R = (\tilde{r}_{ij})_{5 \times 3}\) (Table 5).

**Step 2.** Calculate the score matrix \(S = (s_{ij})_{5 \times 3}\) of the collective interval-valued intuitionistic fuzzy decision matrix \(R\) (Table 6):

**Step 3.** Use the method (M-1) to obtain the optimal weight vectors \(w^{(j)} = (w_1^{(j)}, w_2^{(j)}, w_3^{(j)}, w_4^{(j)}, w_5^{(j)})^T (j = 1, 2, 3)\) corresponding to the alternatives \(O_j (j = 1, 2, 3)\)

\[w^{(1)} = (0.2667, 0.1, 0.3667, 0.2667, 0)^T,\]
\[w^{(2)} = (0.16, 0.1, 0.26, 0.16, 0.32)^T,\]
\[w^{(3)} = (0.1, 0.2, 0.2, 0.25, 0.25)^T\]

and construct the weight matrix

\[W = \begin{pmatrix}
0.2667 & 0.16 & 0.1 \\
0.1 & 0.1 & 0.2 \\
0.3667 & 0.26 & 0.2 \\
0.2667 & 0.16 & 0.25 \\
0 & 0.32 & 0.25
\end{pmatrix}.
\]

**Step 4.** Calculate the normalized eigenvectors \(\omega\) of the matrix \((S^T W)^T (S^T W)\):

\[\omega = (0.3814, 0.3025, 0.3162)^T.
\]

**Step 5.** Use (24) to derive the weight vector \(w:\)

\[w = W \omega = \begin{pmatrix}
0.2667 & 0.16 & 0.1 \\
0.1 & 0.1 & 0.2 \\
0.3667 & 0.26 & 0.2 \\
0.2667 & 0.16 & 0.25 \\
0 & 0.32 & 0.25
\end{pmatrix} \begin{pmatrix}
0.3814 \\
0.3025 \\
0.3162
\end{pmatrix} = (0.1817, 0.1316, 0.2817, 0.2292, 0.1758)^T.
\]

**Step 6.** Use the IIFWG operator to obtain the overall values \(\tilde{r}_j (j = 1, 2, 3)\) of the alternatives \(O_j (j = 1, 2, 3)\):

\[
\tilde{r}_1 = ([0.3824, 0.5675], [0.2007, 0.3417]),
\tilde{r}_2 = ([0.2838, 0.4319], [0.3542, 0.4885]),
\tilde{r}_3 = ([0.4830, 0.6592], [0.1804, 0.2969]).
\]

**Step 7.** Use the score function (3) to calculate the score \(s(\tilde{r}_j) (j = 1, 2, 3)\) of the overall values \(\tilde{r}_j (j = 1, 2, 3)\) of the alternatives \(O_j (j = 1, 2, 3)\):

\[s(\tilde{r}_1) = 0.2037, \quad s(\tilde{r}_2) = -0.0635, \quad s(\tilde{r}_3) = 0.3324.
\]

and thus,

\[s(\tilde{r}_3) > s(\tilde{r}_1) > s(\tilde{r}_2).
\]

**Step 8.** Use the scores \(s(\tilde{r}_j) (j = 1, 2, 3)\) to rank the alternatives \(O_j (j = 1, 2, 3)\):

\[O_3 > O_1 > O_2
\]

and then the most desirable alternative is \(O_3.\)
5. Conclusions

Based on the IIFHG and IIFWG operators, we have investigated the multi-person multi-attribute decision making problems under interval-valued intuitionistic fuzzy environment, and developed an approach to handling the situations where the attribute values are characterized by IV-IFNs, and the information about attribute weights is partially known. In future, we shall continue working in the application of the IIFHG and IIFWG operators to other domains.
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