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Abstract

This paper proposes a new method to improve performance of AdaBoost by using a distance weight function to increase the accuracy of its machine learning processes. The proposed distance weight algorithm improves classification in areas where the original binary classifier is weak. This paper derives the new algorithm’s optimal solution, and it demonstrates how classifier accuracy can be improved using the proposed Distance Sensitive AdaBoost in a simulation experiment of pedestrian detection.
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1. Introduction

In machine learning, classifiers are needed that lead to accurate and fast decisions in a wide variety of environments. Commonly used classifiers for real-time detection tests are AdaBoost and support vector machines, and recent studies have sought to improve the accuracy and detection speed of these classifiers [1], [2]. This paper proposes a method to increase the accuracy of the AdaBoost learning algorithm by adjusting weak classifiers to use distance weights based on parameters of closeness to the detection object. This modification improves overall performance, as AdaBoost combines collections of weak classifiers to form stronger classifiers.

AdaBoost’s detection method is to find features of a detection object in the training data set. This can be difficult when the positive data points of the training data are close to the wide image, which includes both the detection object and a background. This problem may involve occlusions with uncertain contours, and it can cause undesirable classification results [3]. Thus, the proposed, advanced AdaBoost, which adds distance weight parameters related to the specific detection object, will improve detection accuracy.

The proposed method works, not by extracting a new feature, but rather by inserting distance weight parameters related to the detection object into AdaBoost, improving the weak classifiers. Additionally, a new region close to threshold is determined based on the original algorithm’s classification errors, which improves accuracy where the original binary classifier is weak. Thus, our proposed method complements the binary classifier.

We introduce Boundary classifier briefly in Section 2, show the procedures of our proposed system in Section 3, and describe the results of our simulation experiment in Section 4. Finally, some concluding remarks are made in Section 5.

2. Background

2.1. AdaBoost

According to AdaBoost algorithm, we can find the strong classifier \( f(x) \) combined weak classifiers \( h \) with training data \( x \) at the step \( t \). So, training error \( \epsilon \) will be a summation of incorrectly classified weights as follows [3-5].

\[
\epsilon_t = \sum_{i=1}^{m} w_i |h_t(x) - y_i| \quad (1)
\]

where \( i \) is the index of training data, \( m \) is the number of training data, \( y_i \in \{+1,-1\} \) is the true class of a classification. The normalized weight \( w \) can be adjusted by the classification result of samples at a step.

2.2. Binary Classifier

According to Machine Learning theory, the binary classifier is the decision function with two classes as shown in Fig. 1 (a). Thus, the binary classifier \( h \) will be presented [6-10].

\[
h_t(x) = \begin{cases} +1 & \text{if } x > \theta \\ -1 & \text{otherwise} \end{cases} \quad (2)
\]

where \( \theta \) is a threshold which is a criterion of a decision.

2.3. Boundary AdaBoost

As shown in Fig. 1 (b), Boundary classifier has zero at the region close to a threshold. Then,

\[
b_t(x) = \begin{cases} 1 & \text{if } x - \theta > s \\ 0 & \text{if } |x - \theta| < s \\ -1 & \text{otherwise} \end{cases} \quad (3)
\]
where, \( s \) is the boundary of this classifier which has restricted the range \([-1, +1]\). In this way, Boundary classifier can set a new zero point, thus adjusting the feature weight of this region. Note that the region close to the threshold has a low rate of confidence, meaning that features in the boundary region may be classified incorrectly, since they are close to this threshold [11-16].

According to AdaBoost algorithm, Boosting method can be presented as the following strong classifier which combines a lot of weak classifiers.

\[
 f(x) = \sum_{t=1}^{T} \alpha_t b_t(x) 
\]  

(4)

where, \( \alpha_t \) is the confidence rate of the \( t \)-th weak classifier. Generally, we can obtain the lower confidence rate at the high step. In other words, we will be hard to correctly classify the sample since the unclear samples remain at the high step. And, we can derive the cost \( C \) of AdaBoost using the lost function \( L \) as follows.

\[
 C = \sum_{i=1}^{m} L(y_i, f(x_i)) 
\]  

(5)

where, \( i \) is regarded as an index of training data. For the simple calculation, we will apply a greedy approach, a forward additive model as follows.

\[
 C = \sum_{i=1}^{m} L(y_i, f_{t-1}(x_i) + \alpha b(x_i)) 
\]  

(6)

In order to find a minimum error, we should obtain the minimum values of both a confidence rate \( \alpha \) and a weak classifier.

\[
 (\alpha, b) = \arg \min_{\alpha, b} \sum_{i=1}^{m} D_t(i)e^{-\alpha y_i b(x_i)} 
\]  

(7)

where

\[
 D_t(i) = e^{-\alpha y_i b(x_i)} 
\]  

(8)

Then, we will use an exponential function as a loss function. Boundary AdaBoost which applies Boundary classifier can be presented as follows.

\[
 y_i b_i \in \{-1, 0, +1\} 
\]  

(9)

Then, Boundary AdaBoost is

\[
 \sum_{i=1}^{m} D_t(i)e^{-\alpha y_i b} = \sum_{i:y_i>0} D_t(i)e^{-\alpha} + \sum_{i:y_i=0} D_t(i)e^{\alpha} + \sum_{i:y_i<0} D_t(i) 
\]

\[
 = \sum_{i=1}^{m} D_t(i)\left(e^{\alpha} + \left(e^{\alpha} - e^{-\alpha}\right)\epsilon_t + \left(1 - e^{-\alpha}\right)\delta_t\right) 
\]  

(10)

where,

\[
 \epsilon_t = \sum_{i:y_i>0} D_t(i) \quad \delta_t = \sum_{i:y_i<0} D_t(i) 
\]

Then, we can obtain the following optimal solution using the maximum likelihood estimation. Consequently, we will obtain the optimal \( \alpha \) as follows.

\[
 \alpha_t = \arg \min_{\alpha} \left\{ e^{-\alpha} + \left(e^{\alpha} - e^{-\alpha}\right)\epsilon_t + \left(1 - e^{-\alpha}\right)\delta_t \right\} 
\]  

\[
 = \frac{1}{2} \ln \left( \frac{1 - \epsilon_t - \delta_t}{\epsilon_t} \right) 
\]  

(11)

The boundary-weak classifier \( b \) will be chosen by the minimum error of summation which is calculated by both the false positive and the false negative. Also, Boundary classifier can on the region of \( \theta \pm s \) to set the error. As expected, we can set \( b = 0 \) to ensure the region has a low confidence rate.

2.4. Weak points of Boundary AdaBoost

The drawback of Boundary AdaBoost is that it may not determine a size of the region close to the threshold. Therefore, this method is hampered by its necessary reliance on the experience of an expert to determine this size.

In this paper, we propose a new approach to determining the size of the region using distance weights. These weights are determined by distance a feature from the threshold. With this method, we increase the weights of training data that are far from the threshold, where confidence rates are higher, while we decrease the weights of training data that are close to the threshold, where confidence rates are lower. In other words,
our proposed AdaBoost algorithm selects a strong classifier which scatters the training data far from the threshold.

2.5. Histogram of Oriented Gradients

The aim of the Histogram of Oriented Gradients (HOG) is to describe an image by a set of local oriented gradients histogram. These histograms represent occurrences of specific gradient orientation in a local part of images. The HOG can be calculated by three steps, which are gradient computation, orientation binning, and histogram generation [6], [7].

In gradient computation step, the gradient of an image is obtained by filtering it with two one-dimensional filters, which are (1 0 1) for horizontal direction and (1 0 1) for vertical direction. The gradient could be signed or unsigned, in our case, we use signed gradient whose values are from \(-\pi\) to \(\pi\).

The next step is orientation binning, which is to compute the histogram of orientation. For orientation binning, the image should be divided into predefined size of blocks. In addition, we should define the range of the bins for histogram generation. For example, if the signed gradient is divided into 6 bins with same range, then the range of each bin is 60 degree (\(\pi/3\) radian). In histogram generation step, we impose values to the each histogram of block. According to the orientation of the gradient, the magnitude of the gradient is accumulated to the bin of the histogram. In our proposed algorithm, the size of data is 64 x 64 pixels, each data divided into four blocks which are 32 x 32 pixels, and range of each bin is 45 degree. Therefore, each data has four histograms and four eight-dimensional feature vectors.

3. Distance Sensitive AdaBoost

3.1. Definition

Distance Sensitive AdaBoost (DSA) can choose an optimal classifier for scattering training data far from the threshold. We define distance as the distance features from the threshold. In this section, we demonstrate how we alter weak classifiers to a proper form to apply our distance. If we select a linear relationship between weights and distances then

\[
h_j(x) = x - \theta_j
\]

(12)

where \(x\) is the training data, \(i\) is an index number of the training data, \(\theta\) is a threshold of the weak classifier and \(j\) is a feature index number. This distance weight function has the distance plotted along the x-axis, and weight plotted along the y-axis. Thus, if we choose \(h = x - \theta\), then we can derive the following weak classifier that applies distance weights.

\[
\sum_{i=1}^{m} D_i \exp(-\alpha \cdot h_i) = \sum_{i=1}^{m} D_i \exp(-\alpha \cdot (x_i - \theta_i))
\]

(13)

In order to reduce the time complexity of classifiers, we can obtain new extracted features using a translation of x-axes.

\[
x_i = x - \theta_j
\]

(14)

3.2. Generalization

In this section, we derive the generalized form of DSA which selects the optimal classifier for scattering features far from threshold. Also, the distance weights function is an alternate form of classifier \(h\) which has distance from threshold on the x-axis and weight on the y-axis. Thus, if we choose \(x_i = x - \theta_j\), then the origin of the feature’s x-axis is moved to \(\theta\). In addition, if we use the translation feature as equation (14) and determine arbitrary distance weight function, then we derive the basic form of AdaBoost as follows.

\[
\sum_{i=1}^{m} D_i \exp(h_i) = \sum_{i=1}^{m} D_i \exp(g(x_i))
\]

(15)

where \(g(x_i)\) is the distance weight function. We can separate into two cases, correctly classified and incorrectly classified, as follows.

\[
\sum_{i=1}^{m} D_i \exp(g(x_i)) = e^{-\alpha} \sum_{i=1}^{m} D_i \exp(g(x_i)) + e^{\alpha} \sum_{i=1}^{m} D_i \exp(g(x_i))
\]

(16)

If \(\epsilon\) is defined as equation (18), then we obtain the following equation.

\[
e^{-\alpha} \sum_{i=1}^{m} D_i \exp(g(x_i)) + (e^{\alpha} - e^{-\alpha}) \sum_{i=1}^{m} D_i \exp(g(x_i))
\]

(17)

where

\[
\epsilon_i = \frac{\sum_{i=1}^{m} D_i \exp(g(x_i))}{\sum_{i=1}^{m} D_i \exp(g(x_i))}
\]

(18)

If \(\sum_{i=1}^{m} D_i \exp(g(x_i)) = 1\), then the weight is normalized for a next step calculation as follows.

\[
e^{-\alpha} \exp(\alpha - \epsilon_i) \epsilon_i
\]

(19)

Finally, we derive the optimal solution to be the same as in Original AdaBoost as follows.

\[
\hat{\epsilon}_i \ln \left(\frac{e^{\alpha} + (e^{\alpha} - e^{-\alpha}) \epsilon_i}{e^{-\alpha} + (e^{\alpha} - e^{-\alpha}) \epsilon_i}\right) = \frac{-e^{\alpha} + e^{\alpha} \epsilon_i + e^{\alpha} \epsilon_i}{e^{-\alpha} + (e^{\alpha} - e^{-\alpha}) \epsilon_i} = \frac{e^{\alpha} + (e^{\alpha} - e^{-\alpha}) \epsilon_i + 2e^{\alpha} - 2e^{-\alpha} \epsilon_i}{e^{-\alpha} + (e^{\alpha} - e^{-\alpha}) \epsilon_i} = \frac{1 + 2e^{\alpha} - 2e^{-\alpha} \epsilon_i}{e^{-\alpha} + (e^{\alpha} - e^{-\alpha}) \epsilon_i} = \frac{1 + 2e^{\alpha} - 2e^{-\alpha} \epsilon_i}{e^{-\alpha} + (e^{\alpha} - e^{-\alpha}) \epsilon_i}
\]

(20)
As expected, it is shown that the optimal $\alpha$ is the same as in Original AdaBoost.

$$\alpha_t = \arg \min \left\{ e^{-\alpha_t} + \left( e^{\alpha_t} - e^{-\alpha_t} \right) e_t \right\}$$

$$= \frac{1}{2} \ln \left( \frac{1 - e_t}{e_t} \right)$$  \quad (21)

Therefore, we can use the same optimal solution, even though we have altered the weak classifier to include the distance weight function. Thus, our DSA has exponentially decreasing error rates similar to Original AdaBoost [5].

3.3. Updating Weights

If we choose $g(x_t) = h_j(x_t)$, we can alter the classifier $h$ to match the classifier $g$ as follows.

$$D_{t+1}(i) = e^{-\gamma_j f_j(x_t)}$$

$$= e^{-\gamma_j f_j(x_t)} e^{-\gamma_j m_k h(x_t)}$$

$$= e^{-\gamma_j f_j(x_t)} e^{-\gamma_j m_k g(x_t)}$$

$$= D_t(i) e^{-\gamma_j m_k g(x_t)}$$

$$D_t(i) = e^{-\gamma_j f_j(x_t)}$$

where

$$D_t(i) = e^{-\gamma_j f_j(x_t)}$$

As expected, we can obtain the weight $D$ by updating the same equation as in Original AdaBoost. According to AdaBoost theory, the feature weight of correctly classified data is decreasing and the feature weight of incorrectly classified data is increasing, so the summation of weights can determine the error rates of classifiers. Thus, we can choose the strong classifier that correctly classifies as that which has high weights.

The weights of feature A and B depend on classification results, as shown in Fig. 2. The weights of adjacent features close to a threshold are increasing, which indicates that they are incorrectly classified data. So, the relationship between a distance and a weight is as follows.

$$D_{t+1}(i) = D_t(i) e^{-\gamma j f_j(x_t)} \quad \text{if } yg > 0$$

$$D_{t+1}(i) = D_t(i) e^{\gamma j f_j(x_t)} \quad \text{if } yg < 0$$

Thus, it is shown that the updated weight equation is the same as that of Original AdaBoost.

4. Simulation Results

We simulated the performance of DSA using MATLAB. For this experiment, we chose the training images of a pedestrian and a road, as shown in Fig. 3. The number of positive pedestrian data points is 2416 images; the number of negative road data points is 2218 images. The test data for the simulation is 1132 positive images and 1453 negative images, as shown in Fig. 4. In addition, we chose the histogram of oriented gradients for the extraction algorithm which obtains sample features [17], [18].

The partition of HOG was chosen to be three on the x-axis, six on the y-axis and eight on the orientation. We examined various distance weight functions $g$ for the step $t$ as shown in Table 1. Note that we are able to choose from a variety of diverse functions to meet specific needs. For example, we can select a logistic function to decrease the neighborhood region of the threshold. Choosing the distance weight function can involve considerable risk: the error rate of Distance Sensitive AdaBoost for some distance weight functions is higher than that of Original AdaBoost.
Fig. 5. Error rates of Original AdaBoost and DSA.

Fig. 6. ROC curve of Original AdaBoost and DSA.

However, if we examine the selecting weak classifiers, we can see that this undesired state occurs when the proposed algorithm has higher distance weights than classification weights. That is, the AdaBoost algorithm chooses some weak classifiers repetitively due to a constant weight. We have discovered that this status can occur for $g = 0.3$ and $t = 50$. When we have low distance weights, we can reduce this undesired state. For example, for $g = 0.3$ and $t = 100$, we compared error rates between Original AdaBoost and proposed algorithm. In Fig. 5 Also, Fig.6 shows ROC curve between two algorithms. These figures show that the proposed method had lower error rates than in Original AdaBoost after 40 steps. Calculating more steps of AdaBoost, did not have large additional effects.

Table 1. Error rates of DSA with distance weight function.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$g$</th>
<th>$0.2x$</th>
<th>$0.5x$</th>
<th>$x$</th>
<th>$2x$</th>
<th>Original</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>8.20</td>
<td>7.51</td>
<td>7.57</td>
<td>7.57</td>
<td>8.19</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>6.97</td>
<td>6.88</td>
<td>6.56</td>
<td>6.18</td>
<td>6.80</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>5.25</td>
<td>4.73</td>
<td>5.05</td>
<td>4.86</td>
<td>5.79</td>
<td></td>
</tr>
</tbody>
</table>

We would need a more sensitive feature to decrease error rates further. As expected, we obtained the largest performance and speed at 60 steps, when using DSA. The accuracy of DSA at 60 steps was improved 0.8% compared to Original AdaBoost, as shown in Fig. 7. Furthermore, the error rate of the original was 4.48% at 100 steps.

Fig. 7. Accuracy comparison of Original AdaBoost, Boundary AdaBoost, and DSA.

The training time of Original AdaBoost was 825 seconds, and the test time was 0.008 seconds, when the experiment was run on the Quad-core, 3 GHz CPU, 8G RAM system. In comparison, Distance Sensitive AdaBoost took 1071 seconds for training and 0.010 seconds for testing. Thus, test time increased 0.002 seconds using the proposed method.

5. Conclusions

In this paper, we have proposed Distance Sensitive AdaBoost which inserts new weights. These weights can solve the problem of Original AdaBoost which is hard to predict the true class in the region close to the threshold of the weak classifiers. Thus, we have improved the performance about 0.8 percentages more than that of Original AdaBoost. For the next study, we will use the linear discriminant analysis for combining features obtained from multiple sensors. Thus, we will study to use the combined features at the high steps.
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