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Abstract

A new GA-based methodology using information granules is suggested for the construction of fuzzy classifiers. The proposed scheme consists of three steps: selection of information granules, construction of the associated fuzzy sets, and tuning of the fuzzy rules. First, the genetic algorithm (GA) is applied to the development of the adequate information granules. The fuzzy sets are then constructed from the analysis of the developed information granules. An interpretable fuzzy classifier is designed by using the constructed fuzzy sets. Finally, the GA are utilized for tuning of the fuzzy rules, which can enhance the classification performance on the misclassified data (e.g., data with the strange pattern or on the boundaries of the classes). To show the effectiveness of the proposed method, an example, the classification of the Iris data, is provided.
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1. Introduction

Since Zadeh suggested the fuzzy set in 1965 [3], the fuzzy theory has been regarded as a resolution of a mathematical modelling of the intuitive human knowledge [1,2]. With this technical point of view, various construction methods of fuzzy classifiers have been proposed [4-10]. A table look up scheme was studied to generate the fuzzy rules for the fuzzy classifier directly [5], or by using the genetic algorithm (GA) [6]. Abe et al. designed several fuzzy classifiers from the various information granules to express the characteristics of the fuzzy classifiers by considering the shapes of the information granules [4,8].

Generally, the construction process of the fuzzy classifier consists of the following three stages: (i) selecting the information granules, (ii) constructing the fuzzy sets associated with the information granules, and (iii) tuning the fuzzy rules. In Stage (i), it is important to optimally select the information granules from the feature spaces because the performance of the fuzzy classifier highly depends on the choice of the information granules. Unfortunately, dividing the feature space into the optimal information granules is generally known to be a complex and mutually associated problem. An approach to resolve this difficulty is to generate the activation and the inhibition hyperboxes, recursively [8]. However, it generates too many ones to analyze information granules easily as well as to show the pattern visually. In Stage (ii), the fuzzy sets produced by information granules should fulfill two requirements: the fuzzy sets should exhibit a large degree of overlapping, and the fuzzy sets should describe the context of the information granule. Wu et al. proposed a construction technique of the fuzzy sets via the $\alpha$-cut and the similarity degree [10]. However, when all the fuzzy sets for a feature are overlapped, some of the fuzzy sets are merged into one. Consequently, they may be irrelevant to the pattern classification because all classes are represented by only one fuzzy set. In Stage (iii), the tuning of the fuzzy rules constructed from the previous stages is necessary to appropriately deal with the misclassified data. Although Abe et al. proposed a tuning method of the slope of the membership function [4], their technique neither consider the overfitting nor the outlier problem.

Motivated by the above observations, this paper aims at improving the performance of the fuzzy classifier by resolving the above-mentioned problems. To this end, we propose a GA-based construction method of the fuzzy classifier. In order to determine optimal information granules, the GA, which has been shown to be a flexible and robust optimization tool [11], are used in Stage (i). An efficient fuzzy sets constructing technique based on the $\alpha$-cut and the similarity degree is then proposed in Stage (ii) to extract, merge, and reduce the fuzzy sets from the developed information granules, which produces a set of human interpretable classification rules in the form of the multi-inputs and multi-outputs (MIMO) Takagi–Sugeno (T–S) fuzzy model. In Stage (iii), in order to decrease the number of the misclassified data, the GA is also used to tune parameters of the obtained fuzzy sets and to newly generate additional
fuzzy rules.

2. Preliminaries

2.1 Fuzzy Classifier Model

To perform the classification, the MIMO T-S fuzzy system is designed by

\[
R_i: \text{IF } x_i \text{ is } A_{i1} \text{ and } \ldots \text{ and } x_N \text{ is } A_{iN} \text{ THEN the class is } x \text{ (} y_a = \xi_a, \ldots, y_a = \xi_a \text{)} \tag{1}
\]

where \( x_i, i \in I_N = \{1, 2, \ldots, M \} \) is the \( i \)th feature; \( R_i, i \in I_L = \{1, 2, \ldots, L \} \) is the \( i \)th fuzzy rule; \( y_a, (i, h) \in I_L \times I_R \) is the \( h \)th singleton output in the \( i \)th rule; \( \xi_a \in [0, 1] \) is a real constant value; and \( A_{iA}, (i, h) \in I_L \times I_R \) is the fuzzy set to be determined from the information granules.

**Remark 1**

Here, we initially equate the number of the classes to the one of the fuzzy rules, and set the \( i \)th output of the \( i \)th fuzzy rule \( R_i \) as \( y_a \) as a maximum so that the fuzzy rule \( R_i \) can well describe the \( i \)th class.

By using product inference engine, singleton fuzzifier, and center average defuzzifier, the global output of the \( k \)th class inferred from the T-S fuzzy system (1) is represented by

\[
y_k = \sum_{a=1}^{N} \theta_A(x) y_a
\]

where \( \theta_A(x) = \prod_{i=1}^{N} A_{iA}(x_i) / \sum_{i=1}^{N} \prod_{i=1}^{N} A_{iA}(x_i) \) and \( A_{iA}(x_i) \in [0, 1] \) is the membership function value of the linguistic variable \( x_i \) on the fuzzy set \( A_{iA} \). The global output \( y_k \) implies the confidence measure of each class. The predicted class is computed as

\[
y = \max_{k \in I} y_k
\]

2.2 Information Granules

Information granules are a tool that can effectively describe the input-output pattern from the given data. Figure 1 shows an example of information granule in 2 dimensional case, where \( * \) denotes given data and the rectangle means the information granule or the hyperbox. Most of the existing clustering techniques operate on the numeric objects and produce the representatives that are again entirely numeric, whereas the information granules technique operates on the visual objects and produces the representatives that are again visual [12].

**Remark 2**

To determine the optimal fuzzy region in the supervised learning, the information granules should satisfy the following requirements as much as possible:

\[
\begin{align*}
\text{Maximize } & 1 \leq m \leq N \quad J_1^{mn} = \frac{A_{mn}}{D} \\
\text{Minimize } & 1 \leq m \leq N \quad J_2^{mn} = \frac{\sum_{i=1}^{N} Q_{im}^{mn}}{A^{mn}} \\
\text{Maximize } & 1 \leq m \leq N \quad J_3^{mn} = \prod_{i=1}^{N} \frac{y_{im}^{mn}}{Q_{iA}^{mn}} \\
\text{Maximize } & 1 \leq m \leq N \quad J_4^{mn} = \sum_{i=1}^{N} \frac{Q_{im}^{mn}}{\text{area}(I_0^{mn}, u_0^{mn})}
\end{align*}
\]

where the superscript 'mn' denotes a 2 dimensional feature space with \( x_m \) and \( x_n \). Throughout this paper, it fulfills \( 1 \leq m \leq N \). \( J_1^{mn} \) is the covering rate; \( J_2^{mn} \) is the overlapping rate; \( J_3^{mn} \) is the classification performance; \( J_4^{mn} \) is the density rate, and \( D \) is the number of the
given data: \( A^{mn} \) is the number of the data covered by all information granules in the \( m \)th feature space; \( B^{mn}_r \) is the number of the data covered by the \( r \)th information granule in the \( m \)th feature space; \( \Psi^{mn}_r \) is the largest data number of the intersections among the class regions and the \( r \)th information granule and \( \text{area}(l^{mn}_r, u^{mn}_r) \) is the area of the \( r \)th information granule to be searched, where \( l^{mn}_r \) and \( u^{mn}_r \) are the left–lower and the right-upper vertex of the \( r \)th hyperbox in the \( m \)th feature space, respectively. The multi objective function for the \( m \)th feature space can be written as

\[
\text{Minimize } 1_{1 \leq m \leq N} f^{mn} = \frac{f^{mn}_1}{f^{mn}_2} + \frac{\nu_1}{f^{mn}_1} (3)
\]

where \( \nu_1 \) is a positive scalar to adjust the weight between the two terms in (3).

The GA represents the searching variables of the given optimization problem (3) as the chromosome that contains one or more sub-strings. In this string, the searching variables are \( l^{mn}_r \) and \( u^{mn}_r \). A convenient way to convey the searching variables into a chromosome is to gather all searching variables associated with all information granules in the \( m \)th feature space, and to concatenate the strings as follows:

\[
G^{mn} = \{ (l^{mn}_1, u^{mn}_1), \ldots, (l^{mn}_N, u^{mn}_N) \}
\]

\[
G = \{ G^{12}, G^{13}, \ldots, G^{(n-2)(n-1)}, G^{14}, \ldots, G^{(n-1)n} \}
\]

where \( G^{mn} \) is the parameter substring of the \( m \)th feature space in a chromosome and \( G \) denotes a chromosome.

Initial population is made up with initial individuals to the extent of the population size. To efficiently perform the optimization, the search spaces in GA should be reduced as much as possible. In this case, we utilize the following constraints on the search spaces

\[
S(G^{mn}) \subset F^{mn}
\]

\[
S(l^{mn}_r, u^{mn}_r) \subset C^{mn}_r
\]

where \( S(G^{mn}) \) and \( S(l^{mn}_r, u^{mn}_r) \) are the search space for the sub-string and the \( r \)th information granule, respectively, \( F^{mn} \) implies the \( m \)th feature space, and \( C^{mn}_r \) denotes the \( r \)th class region.

Since the GA originally searches the optimal solution so that the fitness function value is maximized, it is necessary to map the objective function (3) to the fitness function formed by

\[
f(f^{mn}) = \frac{f^{mn}_1 f^{mn}_2}{f^{mn}_2} + \frac{\nu_1}{f^{mn}_1}
\]

The best chromosome \( (G_{i}^*) \) is composed of the best sub-chromosomes \( (G_{i}^{mn}^*) \) with the highest fitness values \( (f^{mn}_i)^* \) at the \( r \)th generation as follows:

\[
(G_r^*) = (G^{(12)}_r, G^{(13)}_r, \ldots, G^{(n-2)(n-1)}_r, G^{(14)}_r, \ldots, G^{(n-1)n}_r)
\]

where \( r \in \{ (1, 2, \ldots, T) \} \) is the genetic process generation number. Then, the best overall fitness value in the \( m \)th generation can be written as

\[
(f_J)^* = \sum_{1 \leq m \leq N} (f^{mn}_i)^*
\]

3.2 Construction of Fuzzy Sets

This subsection describes how to construct the fuzzy sets from the information granules developed in the previous subsection. The \( a \)-cut operation and the similarity measurement are utilized for extracting, merging, and removing the fuzzy sets. In the \( m \)th feature space, \( A^{mn}_a \) extracted from \( L \) information granules are represented by:

\[
A^{mn}_a(x) = \begin{cases} \frac{x - a^{mn}_a}{b^{mn}_a - a^{mn}_a} & \text{if } a^{mn}_a \leq x < b^{mn}_a \\ \frac{c^{mn}_a - x}{c^{mn}_a - b^{mn}_a} & \text{if } b^{mn}_a \leq x < c^{mn}_a \\ 0 & \text{otherwise} \end{cases}
\]

where \( l^{mn}_r \) and \( u^{mn}_r \) denote the left–lower and the right-upper vertex of the \( r \)th information granule on the horizontal \( x \)-axis, and \( b^{mn}_a = \frac{l^{mn}_r + u^{mn}_r}{2} \), respectively. The parameters \( a^{mn}_a \) and \( c^{mn}_a \) in (8) are computed from the \( a \)-cut operation \( (A^{mn}_a)_a = (x \in U | A^{mn}_a(x) \geq a) \), \( U_i = \{ x_{i, m}, x_{i, m+1} \} \), \( a \in \{ 0, 1 \} \) of a fuzzy set \( A^{mn}_a \) as follows:

\[
a^{mn}_a = b^{mn}_a - \frac{u^{mn}_a - l^{mn}_r}{1 - a} \\
c^{mn}_a = b^{mn}_a + \frac{u^{mn}_a - b^{mn}_a}{1 - a}
\]
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Figure 2 shows an example of extracting the fuzzy sets with \( L=3 \) and \( N=2 \). \( A^m_\theta \) extracted from the \( m \)th feature spaces are merged into one \( A_\theta \) with the following parameters:

\[
\begin{align*}
a_\theta &= b_\theta - \frac{b_\theta - l_\theta}{1 - a} \\
c_\theta &= b_\theta + \frac{b_\theta - b_\theta}{1 - a}
\end{align*}
\] (9)

where \( b_\theta = \frac{1}{n-1} \sum_{i=1}^{n} b^m_\theta \), \( l_\theta = \frac{1}{n-1} \sum_{i=1}^{n} l^m_\theta \), and \( u_\theta = \frac{1}{n-1} \sum_{i=1}^{n} u^m_\theta \). There are a lot of methods to measure the similarity between two distinct fuzzy sets [13,14]. In this study, the set-theoretic operation-based similarity measurement [10,18]

\[
S(\cdot, \cdot)_\theta = \frac{|\{\cdot\} \Delta (\cdot, \cdot)_\theta|}{|\cdot| (\cdot) _\theta}
\]

is applied to removing the similar fuzzy sets, where \(|\cdot|\) denotes the cardinality of a set. Therefore, if \( A_{i|\theta} \) satisfies the following condition inequality, it is removed.

\[
\sum_{i=1}^{N} S(A_\theta, A_{i|\theta}) \geq \beta
\] (10)

where \( \beta \in [0,1] \) denotes a real constant value.

Fig. 3. Information granules for 150 training data.

\( * \) Iris setosa; \( \cdot \) Iris versicolor; \( * \) Iris virginica.

3.3 GA-based Management of Misclassification

It is necessary to tune the fuzzy classifiers constructed in the previous subsection for the classification performance improvement on the data that lie into the overlaps of the classes, and the strange pattern unlike the well classified data such as outliers. This subsection proposes a GA-based management technique for misclassification, which consists of the tuning process of the obtained fuzzy rules and the generation process of additional fuzzy rules. To decrease risk due to overfitting, the following constraints are imported:

\[
A_\theta(x_i) = \begin{cases} 
\frac{\Delta A_\theta(x_i; \Delta a_\theta, \Delta b_\theta, \Delta c_\theta)}{\Delta a_\theta} & \text{if overlaps exist in } C^i \\
\frac{\Delta A_\theta(x_i; a_\theta, b_\theta, c_\theta)}{\Delta a_\theta} & \text{otherwise}
\end{cases}
\] (11)

\[
y_a = \begin{cases} 
\Delta y_a & \text{if overlaps exist in } C^i \\
y_a & \text{otherwise}
\end{cases}
\]

where \( x_i \in L^* \) and \( L^* \) means the number of fuzzy rules to be newly generated, \( C^i \) denotes the ith class region, and \( \Delta(\cdot) \) symbolizes the tuning of \( \cdot \) to be determined from the GA-based technique that will be discussed in this subsection. Considering (8) and (11), and tuning its cutting level \( a_\theta \) for \( A_\theta \) produce

\[
A_\theta(x_i) = \begin{cases} 
\frac{x_i - \Delta a_\theta}{\Delta a_\theta} & \text{if } \Delta a_\theta x_i < b_\theta \\
\frac{\Delta c_\theta - x_i}{\Delta c_\theta} & \text{if } b_\theta x_i < \Delta c_\theta \\
0 & \text{otherwise}
\end{cases}
\] (12)

where \( \Delta a_\theta = b_\theta - \frac{b_\theta - l_\theta}{1 - \Delta a_\theta}, \Delta c_\theta = b_\theta + \frac{u_\theta - b_\theta}{1 - \Delta a_\theta} \).

Now, we can design the final fuzzy system by adding the following supplementary fuzzy rules to the fuzzy classifier (1).

\[
R_{fi}: \text{IF } x_1 \text{ is } A_{i1} \text{ and } \ldots \text{ and } x_N \text{ is } A_{iN} \text{ THEN the class is misclassification}.
\] (13)

Fig. 4. Initial fuzzy sets extracted from information granules.

where \( \xi_{ik} \in [-1,1] \). By using product inference engine, singleton fuzzifier, and center average defuzzifier, the \( i \)th global output of the final fuzzy classifier (1) and (13) is represented as

\[
y_a = \sum_{k=1}^{N} \theta_{Ak}(x)y_a + \sum_{k=1}^{N} \theta_{Ak}(x)y_{ik}
\] (14)

where,
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\[
\theta_A(x) = \frac{\prod_{j=1}^{N} A_{\theta}(x_j)}{\sum_{j=1}^{N} \prod_{j=1}^{N} A_{\theta}(x_j) + \sum_{j=1}^{N} \prod_{j=1}^{N} A_{\gamma}(x_j)}
\]

\[
\theta_A(x) = \frac{\prod_{j=1}^{N} A_{\gamma}(x_j)}{\sum_{j=1}^{N} \prod_{j=1}^{N} A_{\theta}(x_j) + \sum_{j=1}^{N} \prod_{j=1}^{N} A_{\gamma}(x_j)}
\]

The predicted class \( \hat{y} \) is decided by the maximum of (14).

Naturally, the objective of (14) is that the classification performance should be as high as possible. Furthermore, it is desired to reduce the number of the additional fuzzy rules from the viewpoints of hardware implementation and computation resource. The following objective functions should be maximized and minimized, respectively:

Maximize \( J_5 = \frac{1}{L} \sum_{l=1}^{L} \delta(\hat{y}(x_l) - \text{(class of } x_l)) \)

Minimize \( J_6 = L \)

where \( \delta(\cdot) \) is the Dirac delta function. The fitness function to be maximized via the GA is then

\[ f(J_5, J_6) = J_5 + \nu_2 \frac{1}{J_6 + \lambda} \]

where \( \lambda \) is the coefficient to prevent the large fitness function value.

4. An example: Iris data

The Iris data [15] is a common benchmark in the classification and the pattern recognition studies [8,16,17,19]. It has four continuous features: \( x_1 \)-sepal length, \( x_2 \)-sepal width, \( x_3 \)-petal length, and \( x_4 \)-petal width and consists of 150 instances: 50 for each class (Iris setosa, Iris versicolor, and Iris virginica). To examine the effectiveness of the proposed method, we provide two simulations for Iris data-Simulation 1: all 150 instances are selected as training data, and Simulation 2: one half of 150 instances are randomly selected as the training data and the other half are used as the test data.

The GA-based method is applied to search the optimal information granules in all \( 6 = 4C_2 \) featurespaces. Figure 3 shows the information granules determined via the proposed scheme. From the parameters obtained by the information granules, the fuzzy sets are constructed by the proposed procedures: extracting, merging, and removing the fuzzy sets. Figure 4 shows the initial fuzzy sets extracted from the information granules. By means of the condition (10), the similar fuzzy sets are removed as shown in Fig. 5. Because all fuzzy sets for sepal width are removed, three features (i.e., sepal length, petal length, and petal width) are selected for the pattern classification. \( A_{\theta} \) for the sepal length is also removed. Based on the constructed fuzzy sets in Fig. 5, the obtained fuzzy classifier is

\[
R_1: \text{IF } x_1 \text{ is short and } x_2 \text{ is short and } x_4 \text{ is narrow THEN the class is Iris setosa} \\
(y_{11} = 1, y_{12} = 0.5, y_{13} = 0.5)
\]

\[
R_2: \text{IF } x_3 \text{ is middle and } x_4 \text{ is middle THEN the class is Iris versicolor} \\
(y_{21} = 0.5, y_{22} = 1, y_{23} = 0.5)
\]

\[
R_3: \text{IF } x_1 \text{ is long and } x_3 \text{ is long and } x_4 \text{ is wide THEN the class is Iris virginica} \\
(y_{31} = 0.5, y_{32} = 0.5, y_{33} = 1)
\]

The GA-based method for the misclassification is applied to (15). Because there are the overlaps among the class region 2 and the class region 3, the antecedent fuzzy sets of \( R_2 \) and \( R_3 \) and \( y_{12} \) and \( y_{32} \) are tuned by using the GA method. As a result, the final fuzzy classifier is

Fig. 5. Fuzzy sets merged from the initial fuzzy sets: the removed fuzzy sets (dotted line) had the final fuzzy sets (solid line).

Fig. 6. Antecedent fuzzy sets in the fuzzy classifier (16): the given fuzzy sets (solid line), the tuned fuzzy sets (dash-dotted line), and the generated fuzzy sets (dotted line).
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5. Conclusions

In this paper, the GA-based method for constructing the fuzzy classifier has been proposed. The advantages of the proposed method are threefold: First, although the number of the information granules equals to the number of the classes, the information granules developed by the GA accomplish the satisfactory fuzzy region. Second, the procedure of constructing the fuzzy sets from the information granules provides an effective tool for the feature selection and the pattern classification. Finally, as we additionally generate the fuzzy rules for the misclassification management, the final fuzzy classifier can describe the misclassified data. Therefore, the proposed method provides the selection of the information granules as well as the solution to the two major problems: the feature selection and the pattern classification. The simulation results have highly visualized that the proposed method has the effectiveness for the classification.
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