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Abstract

We propose some properties of fuzzy p-value and fuzzy significance level to the fuzzy hypotheses testing for vague response data with reflected correlation in survey research. Applying the principle of agreement index, we suggest the methods for fuzzy hypothesis testing by fuzzy rejection region.
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1. Preliminaries

In the traditional approach to hypotheses testing all the concepts are precise and well defined for survey research data. However if we consider vagueness into observations, we would be faced that hypotheses are quite new and interesting problems.

Kang and Lee[2-4] defined fuzzy hypotheses membership function also they found the agreement index by area for fuzzy hypotheses membership function and membership function of fuzzy confidence interval, thus they obtained the results by the grade for judgement to acceptance or rejection for the fuzzy hypotheses.

Now, we propose some properties of vague response data in survey research with reflected correlation and fuzzy hypotheses testing by critical region with agreement index for fuzzy number.

We considered the fuzzy hypothesis

\[ H_0: \theta = \psi, \theta \in \Theta \]

constructed by a set

\[ \{(H_0(\psi), H_1(\psi)) | \psi \in \Theta\} \]

with membership function \( m_{H_0}(\psi) \) where \( \Theta \) is parameter space.

A fuzzy number \( A \) in \( \mathbb{R} \) is said to be convex if for any real numbers \( x, y, z \subseteq \mathbb{R} \) with \( x \leq y \leq z \),

\[ m_A(y) \geq m_A(x) \land m_A(z) \]

(1.1)

with \( \land \) standing for minimum.

A fuzzy number \( A \) is called normal if the following holds

\[ \bigvee_{x} m_A(x) = 1 \]

(1.2)

An \( \gamma \)-level set of a fuzzy number \( A \) is a set denoted by \( [A]_\gamma \) and is defined by

\[ [A]_\gamma = \{ x | m_A(x) \geq \gamma, 0 < \gamma \leq 1 \} \]

(1.3)

An \( \gamma \)-level set of fuzzy number \( A \) is a convex fuzzy set which is a closed bounded interval denoted by \( [A]_\gamma = [A]_\gamma^{\downarrow}, [A]_\gamma^{\uparrow} \).

2. Fuzzy test statistics

Let \( A \) and \( B \) be fuzzy numbers in \( \mathbb{R} \) and let \( \circ \) be a binary operation defined in \( \mathbb{R} \). Then the operation \( \circ \) can be extended to the fuzzy numbers \( A \) and \( B \) by defining the relation (the extension principle).

Let \( A, B \subseteq \mathbb{R}, \forall x, y, z \subseteq \mathbb{R} \):
(2.1)

A modelling the fuzziness of data were described the fuzziness of a sample \( \bar{x} = (x_1, x_2, \ldots, x_n) \). As a precise sample \( x \) of \( n \) precise realizations \( x_i \in \mathbb{R} \) may be regarded as vector in \( \mathbb{R}^n \), a fuzzy sample \( \bar{x} \) of \( n \) fuzzy realizations \( x_i \in \mathcal{I} (\mathbb{R}) \) may be regarded as a fuzzy vector.

A piecewise continuous function \( m_{\bar{x}} : \mathbb{R} \rightarrow [0, 1] \), fuzzy number \( \bar{x} \) in \( \mathcal{I} (\mathbb{R}) \) if the family

\[
[\bar{x}] = \{ x \in \mathbb{R}, m_{\bar{x}} (x) \geq \gamma \}, \quad \forall \gamma \in (0, 1]
\]

has the following properties:

\( [\bar{x}] \) is not empty for \( \gamma = 1 \) and closed, finite interval \( [\bar{x}^l], [\bar{x}^r] \) in \( \mathbb{R} \) and simple connected, compact in \( \mathbb{R}^n \).

Assuming that a precise sample \( x \) is given, the sample mean \( \bar{x} \) is the image of the sample \( x \) under the function \( f(x) \) given by \( f(x) = \frac{1}{n} \sum_{i=1}^{n} x_i \).

Definition 2.1. Let \( \bar{x} \in \mathcal{I} (\mathbb{R}^n) \) be a fuzzy sample with \( m_{\bar{x}} (\cdot) \) and \( \gamma \)-cut representation \( \{ [\bar{x}] : \gamma \in (0, 1] \} \), and let \( f : \mathbb{R}^n \rightarrow Y, Y \subseteq \mathbb{R} \), be a real valued continuous mapping. The fuzzy image \( u = f(\bar{x}) \) of the fuzzy number data \( \bar{x} \) under the mapping \( f(\cdot) \) is defined by the following characterizing function:

\[
m_{\bar{x}} (u) = \sup_{x \in X_u} m_{\bar{x}} (x),
\]

(2.2)

with \( \sup_{x \in X_u} m_{\bar{x}} (x) = 0 \), if \( X_u \) is empty.

Definition 2.2. From the fuzzy sample, the sample mean is a fuzzy number \( \bar{\bar{x}} \in \mathcal{I} (\mathbb{R}) \) with characterizing function \( m_{\bar{\bar{x}}}(\cdot) \) given by

\[
m_{\bar{\bar{x}}} (y) = \sup_{x \in X_y} m_{\bar{x}} (x),
\]

(2.3)

\[
X_y = \left\{ x \in \mathbb{R}^n : \frac{1}{n} \sum_{i=1}^{n} x_i = y \right\}, \quad \forall y \in \mathbb{R}
\]

The \( \gamma \)-cut representation is given by

\[
[\bar{\bar{x}}] = \left[ \min_{x \in [\bar{x}]} f(x), \max_{x \in [\bar{x}]} f(x) \right], \quad \forall \gamma \in (0, 1]
\]

(2.4)

where \( f(x) = g(x_1, x_2, \ldots, x_n) = \frac{1}{n} \sum_{i=1}^{n} g(x_i) \).

Definition 2.3. If \( \bar{x} \) in Definition 2.1 is a minimum rule of fuzzy sample, the \( \gamma \)-cut representation of fuzzy sample mean is given by

\[
[\bar{\bar{x}}] = \left[ \frac{1}{n} \sum_{i=1}^{n} [x_i]_l, \frac{1}{n} \sum_{i=1}^{n} [x_i]_r \right], \quad \forall \gamma \in (0, 1]
\]

(2.5)

\[
[\bar{x}^l] = \left[ [x^l_1]_l, [x^l_1]_r \right], \quad [\bar{x}^r] = \left[ [x^r_1]_l, [x^r_1]_r \right]
\]

is the \( \gamma \)-cut of the fuzzy data point \( \bar{x}_i \).

An approximate solution is based on the introduction of a standardized fuzzy sample \( \bar{z} = (z_1, z_2, \ldots, z_n) \) defined by \( z_i = x_i - \bar{x} \).

The \( \gamma \)-cut of each \( \bar{z}_i \) is given by

\[
[z_i^\gamma] = \left[ [z_i]_l^\gamma, [z_i]_r^\gamma \right] = \left[ [z_i]_l - [\bar{\bar{x}}]_l, [z_i]_r - [\bar{\bar{x}}]_r \right], \quad \forall \gamma \in (0, 1]
\]

(2.6)

Now renumber the sample variance \( s^2 \) of sample \( x \) is related to the second empirical moment of the standardized sample by \( s = (x_1 - x, x_2 - x, \ldots, x_n - x) \) by

\[
s^2 = \frac{1}{n-1} \sum_{i=1}^{n} z_i^2.
\]

(2.7)

A minimization rule fuzzy sample this approximation results in the following \( \gamma \)-cut representation of fuzzy sample variance and the fuzzy sample standard deviation, respectively:

\[
[z^\gamma] = \left[ \frac{1}{n-1} \sum_{i=1}^{n} [z_i^2]_l^{\gamma}, \frac{1}{n-1} \sum_{i=1}^{n} [z_i^2]_r^{\gamma} \right], \quad \forall \gamma \in (0, 1]
\]

(2.8)

\[
[z^\gamma] = \left[ \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} [z_i^2]_l^{\gamma}}, \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} [z_i^2]_r^{\gamma}} \right], \quad \forall \gamma \in (0, 1]
\]

(2.9)

where

\[
[z_i^2]_l^{\gamma} = \begin{cases} \left( [z_i]_l \right)^2, & [z_i]_l \geq 0 \\ 0, & \text{otherwise} \end{cases}
\]

(2.10)

\[
[z_i^2]_r^{\gamma} = \begin{cases} \left( [z_i]_r \right)^2, & [z_i]_r \leq 0 \\ 0, & \text{otherwise} \end{cases}
\]

(2.11)

Thus, \( [\bar{z}] = [\bar{z}_1^\gamma, \ldots, \bar{z}_n^\gamma] \) are the \( \gamma \)-cuts of the components of the standardized fuzzy sample \( \bar{z} \).

3. Fuzzy hypothesis test

Let \( x \) be a random sample from sample space \( \Omega \). Let \( \{ P_{\theta} : \theta \in \Theta \} \) be a family of fuzzy probability distribution, where \( \theta \) is a parameter vector and \( \Theta \) is a parameter space.

Definition 3.1. Let a fuzzy membership function
where \( m_H(x), x \in \mathbb{R} \), we consider another membership function \( m_A(x), x \in \mathbb{R} \), which we call the agreement index of \( A \) with regard to \( H \), the ratio being defined in the following way:

\[
\mathcal{R}(A, H) = \frac{\text{area}(m_A(x) \cap m_H(x))}{\text{area}(m_A(x))} \in [0, 1]
\]

as shown in Figure 1.

Definition 3.2. We define agreement index by real-valued function \( \mathcal{R}_\gamma \) on \( \Theta \) as the maximum grade membership function of acceptance or rejection is

\[
m_{\mathcal{R}_\gamma}(0) = \sup_\psi \left\{ \frac{\text{area}(m_{\mathcal{R}_\gamma}(\psi) \cap m_{\gamma}\psi)}{\text{area}(m_{\gamma}\psi)} \right\}
\]

\[
m_{\mathcal{R}_\gamma}(1) = 1 - m_{\mathcal{R}_\gamma}(0)
\]

for the fuzzy hypothesis testing as Figure 1.

Definition 3.3. In agreement index, we have the area by \( \gamma \)-level as:

\[
\text{area}(m_A(x) \cap m_H(x)) = \int_{\gamma_0}^{\gamma_1} (A_\gamma^{-1}(\gamma) - H_\gamma^{-1}(\gamma)) d\gamma
\]

\[
= \int_{\gamma_0}^{\gamma_1} (A_\gamma^{-1}(\gamma) - A_\gamma^{-1}(\gamma_1)) d\gamma
\]

where \( A_\gamma, A_\gamma \) are right and left side line of \( m_A(x) \), \( H_\gamma \) is left side line of \( m_H(x) \) and \( \gamma_0, \gamma_1 \) is reliable degree and \( \gamma_0 \) is meeting point of \( m_A(x) \) and \( m_H(x) \).

Figure 1. The test ratio of a fuzzy statistic and the confidence interval

\[\text{Figure 1. The test ratio of a fuzzy statistic and the confidence interval}\]

4. Example

We have a vague response data as fuzzy number \([l, c, r], 0 \leq l \leq c \leq r \leq 1\), then the membership function is

\[
\mu_A(x) = \begin{cases} 
\frac{1}{c-l} x - \frac{l}{c-l}, & l \leq x \leq c \\
\frac{1}{r-c} x + \frac{r}{r-c}, & c \leq x \leq r 
\end{cases}
\]

as Figure 2.

By \( \gamma \)-level set, we have the fuzzy number

\[
[x] \gamma = [(c-l)\gamma + l, -(r-c)\gamma + r].
\]

[Theorem 4.1] In testing the fuzzy hypothesis \( H_\theta: \theta = \psi, \theta \in \Theta \), the fuzzy test statistics

\[
\tilde{t} = \frac{\bar{X} - \bar{\psi}}{s/\sqrt{n}}
\]

is called fuzzy t distribution with \( n-1 \) degree of freedom.

[Proof] If we take for one place point \( p \) in each interval \( \forall \bar{X}_p \in \bar{X}, \forall \psi_p \in \bar{\psi}, \forall S_p \in \bar{S} \) then \( t_p = \frac{\bar{X}_p - \bar{\psi}_p}{S_p/\sqrt{n}} \) is t distribution with \( n-1 \) degree of freedom.

By resolution identity, \( \gamma \) is fuzzy t distribution with \( n-1 \) degree of freedom.

For comparing two treatment, if we have independent random response samples fuzzy numbers from two population such as:

**samples1(\( \bar{x} \))**

\((-0.02, 0.01, 0.05), \quad (0.00, 0.03, 0.05),
-0.09, -0.07, -0.03), \quad (0.02, 0.05, 0.06),
-0.01, 0.00, 0.03), \quad (-0.08, -0.04, -0.01),
0.01, 0.05, 0.07), \quad (-0.09, -0.06, -0.04),
0.03, 0.07, 0.09), \quad (-0.07, -0.05, -0.04)

**samples2(\( \bar{\psi} \))**

\((-0.01, 0.03, 0.05), \quad (0.00, 0.03, 0.04),
0.00, 0.01, 0.02), \quad (-0.01, 0.02, 0.02),
-0.01, 0.00, 0.01), \quad (0.01, 0.04, 0.05),
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(0.01, 0.02, 0.05), (0.00, 0.04, 0.05), (-0.01, 0.04, 0.07), (0.02, 0.05, 0.07)

With the objective of drawing a comparison between two populations or, synonymously, between two treatment, we examine the situation.

Assuming that the measurements consistence a fuzzy samples from the population then we have fuzzy sample mean as:

\[
\bar{x} = [0.00 + 0.029\gamma, 0.023 - 0.024\gamma],
\]

\[
\bar{y} = [0.002 + 0.026\gamma, 0.043 - 0.015\gamma]
\]

fuzzy sample variance as:

\[
\bar{s}_x^2 = [0.000477 - 0.00123\gamma + 0.003362\gamma^2, 0.010411 - 0.01099\gamma + 0.003094\gamma^2]
\]

\[
\bar{s}_y^2 = [0.002446 - 0.00407\gamma + 0.001862\gamma^2, 0.00182 - 0.00373\gamma + 0.002151\gamma^2]
\]

By using

\[
\bar{s}_p^2 = \frac{1}{m + n - 2} \left\{ (m - 1)\bar{s}_x^2 + (n - 1)\bar{s}_y^2 \right\}
\]

we have pooled sample mean

\[
\bar{s}_p^2 = [0.0001461 - 0.00265\gamma + 0.002612\gamma^2, 0.006115 - 0.00731\gamma + 0.002623\gamma^2]
\]

If we have \(\gamma = 1\), and the level of significance \(\alpha = 0.1\), employ the t-test

\[
\bar{t} = \frac{\bar{x} - \bar{y}}{\bar{s}_p \sqrt{\frac{1}{m} + \frac{1}{n}}} \sim t(m + n - 2)
\]

\[
= [1.718, 1.718] < t(0.05; 18) = 1.734
\]

thus we accept the alternative hypothesis \(H_0\).

If we have \(\gamma = 0\), from the t-test \(\bar{t} = [-0.600, 4.270]\) and \(t(0.05; 18) = 1.734\).

By \(\gamma\)-level, if we have \(\gamma_1 = 1\)

\[
\int_{1.734}^{4.27} (-0.392t + 1.673) \, dt + \int_{-0.6}^{1.718} (0.431t + 0.259) \, dt + \int_{1.718}^{4.27} (-0.392t + 1.673) \, dt
\]

\[= 0.5176 \]

Thus, we reject to alternative hypothesis \(H_0\) degree of \(m_{R_1} = 0.5176\) by [Figure 3]

![Graph](image)

**Figure 3.** The test statistic \(\bar{T}\)
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