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Abstract

The similarity measure is constructed for non-convex fuzzy membership function using well known Hamming distance measure. Comparison with convex fuzzy membership function is carried out, furthermore characteristic analysis for non-convex function are also illustrated. Proposed similarity measure is proved and the usefulness is verified through example. In example, usefulness of proposed similarity is pointed out.
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1. Introduction

Research on the similarity measure between fuzzy sets has been applied to the pattern classification or many other fields. Similarity measure represents the degree of similarity between two or more informations. It also has been noticed as the complementary meaning of the distance measure, i.e, s + d = 1, where d and s are distance and similarity measure respectively. Until now the research of designing similarity measure has been made by numerous researchers [1-8]. For fuzzy set, there is an uncertainty knowledge in fuzzy set itself [9]. Fuzzy set uncertainty has been studied through analyzing and designing fuzzy entropy. Besides fuzzy entropy, similarity also represent the relatedness of two fuzzy set. Hence information of the data can be obtained from analyzing the fuzzy membership function. Thus most studies about similarity measure have been emphasized based on membership function.

In the previous results, similarity measures are obtained through fuzzy number[10-13]. Fuzzy number provide similarity measure easily. However considering similarity measures are restricted within triangular or trapezoidal membership functions[10-13]. In this paper we design similarity measure for general fuzzy membership which is based on distance measure. W also verify the usefulness of similarity via proving it. However two kinds of similarity measure that were mentioned before are all applied to convex fuzzy membership function. Here we have question about non-convex fuzzy membership functions. To apply similarity measure to non-convex fuzzy membership function, we analyze the similarity characteristics for fuzzy sets.

In the next chapter, the axiomatic definitions of entropy, distance measure and similarity measure of fuzzy sets are introduced and fuzzy entropy is constructed through distance measure. In Chapter 3, similarity measures are constructed and proved through the distance measure. Similarity application to non-convex fuzzy set is proposed by considering support average. In Chapter 4, definition and application of non-convex fuzzy set is illustrated, and another similarity is proposed and verified. Conclusions are followed in Chapter 5.

Notations: Through out this paper, \( R^+ = [0, \infty) \), \( F(X) \), and \( P(X) \) represent the set of all fuzzy sets and crisp sets on the universal set \( X \) respectively. \( \mu_A(x) \) is the membership function of \( A \in F(X) \), and the fuzzy set \( A \), we use \( A^c \) to express the complement of \( A \), i.e, \( \mu_{A^c}(x) = 1 - \mu_A(x), \forall x \in X \). For fuzzy sets \( A \) and \( B \), \( A \cup B \), the union of \( A \) and \( B \) is defined as \( \mu_{A \cup B}(x) = \max(\mu_A(x), \mu_B(x)) \), \( A \cap B \), the intersection of \( A \) and \( B \) is defined as \( \mu_{A \cap B}(x) = \min(\mu_A(x), \mu_B(x)) \).

A fuzzy set \( A' \) is called a sharpening of \( A \), if \( \mu_{A'}(x) \geq \mu_A(x) \) when \( \mu_A(x) \geq 1/2 \) and \( \mu_{A'}(x) \leq \mu_A(x) \) when \( \mu_A(x) < 1/2 \). For any crisp sets \( D \), \( A_{acc} \) and \( A_{avr} \) of fuzzy set \( A \) are defined as \( \mu_{A_{acc}}(x) = 1 \) and 0 when \( \mu_A(x) \geq 1/2 \) and \( \mu_A(x) < 1/2 \), respectively. Furthermore \( \mu_{A_{avr}}(x) = 0 \) and 1 when \( \mu_A(x) \geq 1/2 \) and \( \mu_A(x) < 1/2 \).
2. Preliminaries

We introduce some preliminary results about axiomatic definitions of distance measure and similarity measure. As the meaning of fuzziness, fuzzy entropy are introduced. By analyzing the fuzzy membership function pairs, we have investigated the similarity measure via fuzzy membership functions. It is also mentioned that common areas represent similarity measure.

Definition 2.1 [4] A real function \( d: F^2 \to R^+ \) is called a distance measure on \( F(X) \), if \( d \) satisfies the following properties:

\( \) (D1) \( d(A,B) = d(B,A), \forall A, B \in F(X) \)

\( \) (D2) \( d(A,A) = 0, \forall A \in F(X) \)

\( \) (D3) \( d(A,B) = \max_{A \subseteq F \subseteq P(X)} d(A,F(X)) \), \( \forall D \subseteq P(X) \)

\( \) (D4) \( \forall A, B, C \subseteq F(X), \text{ if } A \subseteq B \subseteq C, \text{ then } d(A,B) \leq d(A,C) \text{ and } d(B,C) \leq d(A,C) \).

Fuzzy normal entropy on \( F \) is obtained by the division of \( \max_{G \subseteq F \subseteq C(D)} s(C,D) \). Liu also pointed out that there is an one-to-one relation between all distance measures and all similarity measures, \( d + s = 1 \). In this paper, among distance measures, Hamming distance is commonly used as distance measure between fuzzy sets \( A \) and \( B \),

\[
d(A,B) = \frac{1}{n} \sum_{i=1}^{n} |\mu_A(x_i) - \mu_B(x_i)|
\]

where \( X = \{x_1, x_2, \ldots, x_n\} \), \( |k| \) is the absolute value of \( k \).

With this Hamming distance measure we had proposed fuzzy entropy induced by distance measure which is different from Theorem 3.1 of Fan, Ma and Xie [7].

Fuzzy entropy 1. If distance \( d \) satisfies \( d(A,B) = d(A^C, B^C), A, B \in F(X) \), then

\[
e(A) = 2d((A \cap A_{near}), [1]) + 2d((A \cup A_{near}), [0]) - 2
\]

is fuzzy entropy.

Proposed entropy needs only \( A_{near} \) crisp set, and it has the advantage in computation of entropy. Furthermore we considered another entropy, which considers only \( A_{far} \), and it has more compact form than another one.

Fuzzy entropy 2. If distance \( d \) satisfies \( d(A,B) = d(A^C, B^C), A, B \in F(X) \), then

\[
e(A) = 2d((A \cap A_{far}), [0]) + 2d((A \cup A_{far}), [1])
\]

is also fuzzy entropy.

Proofs of Fuzzy entropy 1 and 2 are found in [9].

Proposed entropies have some advantages to the Liu's, they don't need extra assumptions of Liu. Furthermore they use only one crisp sets \( A_{near} \) and \( A_{far} \), respectively.

For the similarity analysis we introduce definition of similarity measure, and concept based on fuzzy membership functions.

Definition 2.2 [4] A real function \( s: F^2 \to R^+ \) is called a similarity measure, if \( s \) has the following properties:

\( \) (S1) \( s(A,B) = s(B,A), \forall A, B \in F(X) \)

\( \) (S2) \( s(A,A') = 0, \forall A \in F(X) \)

\( \) (S3) \( s(D,D) = \max_{A,B \subseteq F \subseteq P(X)} s(A,B), \forall A, B \in F(X) \)

\( \) (S4) \( \forall A, B, C \subseteq F(X), \text{ if } A \subseteq B \subseteq C, \text{ then } s(A,B) \geq s(A,C) \text{ and } s(B,C) \geq s(A,C) \).

Fuzzy normal similarity measure on \( F \) is also obtained by the division of \( \max_{G \subseteq F \subseteq C(D)} s(C,D) \). With the definition of similarity measure we derive the similarity between fuzzy sets. Consider the two gaussian type membership functions as in Fig. 1.

![Fig.1 Gaussian type two membership functions](image)

From Fig. 1, we conjecture that the shaded area can be considered as the component of similarity measure. At first we conjecture that the area \( C \) only be the similarity between two membership functions. However area \( D \) is also common area between two membership function. By proposing those areas as equations, next two equations

\[
1 - d((A \cap B), [1]) \text{ and } 1 - d((A \cup B), [0])
\]

will be denoted as \( C \) and \( D \). Part \( C \) is common area of membership function, whereas \( D \) also represents the common information of the two membership functions. As the area \( C \) goes to 1, area \( D \) satisfies 0. If \( D \) satisfies 1, then two membership functions are the exact same membership function. Hence proper similarity measure is obtained by combining two values.

Those common areas are constructed via distance measure. In the following chapter we derived similarity measure and proved. In this paper we do not consider similarity measure using fuzzy number. Similarity measures based on fuzzy number are found in references [10-13].

3. Similarity measure derivation

We have described that the common areas of two fuz-
zy membership functions satisfy similarity between two fuzzy membership functions. By the Fig. 1, it is obvious summarizing two common areas mean similarity measure for corresponding two fuzzy membership functions.

Area $C$ represents $1 - d((A \cap B),[1])$, and $D$ also satisfies $1 - d((A \cup B),[0])$. Hence similarity for two fuzzy set $A$ and $B$ is obtained as follows.

$$s(A, B) = 2 - d((A \cap B),[1]) - d((A \cup B),[0])$$

With the following theorem we represent similarity measure using distance measure.

**Theorem 3.1** For fuzzy set $A \in F(X)$, if $d$ satisfies distance measure, then

$$s(A, B) = 2 - d((A \cap B),[1]) - d((A \cup B),[0])$$

(1)

is the similarity measure between fuzzy set $A$ and $B$.

**proof.** We verify that (1) satisfies similarity measure with proving the similarity definition. (S1) means the commutativity of set $A$ and $B$, hence it is clear from (1) itself. From (S2), $s(A, A^c) = 0$ is shown by

$$s(A, A^c) = 2 - d((A \cap A^c),[1]) - d((A \cup A^c),[0])$$

$$= 2 - d([0],[1]) - d([1],[0])$$

$$= 2 - 1 \cdot 1 - 1 \cdot 1 = 0.$$ 

For all $A, B \in F(X)$, inequality of (S3) is proved through

$$s(A, B) = 2 - d((A \cap B),[1]) - d((A \cup B),[0])$$

$$\leq 2 - d((D \cap D),[1]) - d((D \cup D),[0])$$

$$= s(D, D).$$

In the above, inequality is satisfied from

$$d((A \cap B),[1]) \geq d((D \cap D),[1])$$

and

$$d((A \cup B),[0]) \geq d((D \cup D),[0]).$$

Finally, (S4) is satisfied from $\forall A, B, C \in F(X)$, $A \subset B \subset C$,

$$s(A, B) = 2 - d((A \cap B),[1]) - d((A \cup B),[0])$$

$$= 2 - d([1],[0])$$

$$\geq 2 - d(A,[1]) - d(C,[0])$$

$$= s(A, C).$$

also

$$s(B, C) = 2 - d((B \cap C),[1]) - d((B \cup C),[0])$$

$$= 2 - d([1],[0])$$

$$\geq 2 - d(B,[1]) - d(C,[0])$$

$$= s(B, C).$$

In the above inequality is also satisfied with

$$d(B,[0]) \leq d(C,[0]) \text{ and } d(B,[1]) \leq d(A,[1]).$$

Therefore proposed similarity measure (1) satisfy Definition 22. Similarly, we propose another similarity measure in the following theorem.

**Theorem 3.2** For fuzzy set $A \in F(X)$ and distance measure $d$,

$$s(A, B) = 1 - d((A \cap B),[0]) - d((A \cup B),[1])$$

(2)

is the similarity measure of fuzzy set $A$ and $B$.

**proof.** Proofs are shown similarly as Theorem 3.1.

We have proposed the similarity measure that are induced from distance measure. By analyzing the similarity (1) and (2), similarity is proportional to the common area of two membership functions. Summation of areas $C$ and $D$ represent similarity. At this point we have a question how about non-convex membership functions are? For the same area of between convex to convex and convex to non-convex, which pair has better similarity? Even though two pairs have same similarity measure, their geometrical description may not be identical. Hence another measure is required to discriminate two pairs. Now we introduce non-convexity in next chapter and propose another measure for similarity.

4. Non-convex fuzzy membership function

First we introduce non-convex fuzzy membership function. Definition of non-convex fuzzy membership function can be found in reference [14]. Non-convex fuzzy sets are not common fuzzy membership function. Definition of non-convexity derived from convexity definitely.

**Definition 4.1** [14] A fuzzy set $A$ is convex if and only if for any $x_1, x_2 \in X$ and any $\lambda \in [0, 1]$,

$$\mu_A(\lambda x_1 + (1- \lambda) x_2) \geq \min\{\mu_A(x_1), \mu_A(x_2)\}$$

(3)

Non-convex fuzzy set is said if it is not convex. Non-convex membership functions can be notified naturally 3 sub classes [15].

- Elementary non-convex membership functions
- Time related non-convex membership functions
- Consequent non-convex membership functions

First, a discrete fuzzy set express elementary non-convex fuzzy membership functions. However continuous domain non-convex fuzzy set may be less common.

Next, time related non-convex membership functions can be found in energy supply by time of day or year, mealtime by time of day. This fuzzy set is interesting as it is also sub-normal and never has a membership of zero.

Finally, Mamdani fuzzy inferencing is a typical example of consequent non-convex sets. In a rule based fuzzy system the result of Mamdani fuzzy inferencing is a
non-convex fuzzy set where the antecedent and consequent fuzzy sets are triangular and/or trapezoidal.

Jang et al. insisted that the definition of convexity of a fuzzy set is not as strict as the common definition of convexity of a function [14]. Then the definition of convexity of a function is

\[ f(\alpha x_1 + (1-\alpha)x_2) \geq \alpha f(x_1) + (1-\alpha)f(x_2) , \]

(4)

which is a tighter condition than (3).

![Fig. 2 Convex MF and Non-convex MF](image)

Fig. 2(a) shows two convex fuzzy sets, the left fuzzy set satisfies both (3) and (4) while the right one satisfies (3) only. Where Fig. 2(b) is a non-convex fuzzy set.

To obtain another measure discriminating two same similarity measure with (1) and (2), we have to consider another point of view. Commonly, different fuzzy membership function pair of different mean values of universe of discourse. Therefore we use “support” as measure for similarity to obtain implicit result.

\[ \text{support}_A(x_i) = \frac{1}{n} \sum_{i=1}^{n} |x_i|, x_i \in A \]

Support between set A and B is represented as follows.

\[ \text{support}(A, B) = \left[ \frac{1}{n} \sum_{i=1}^{n} |x_{A_i}| - \frac{1}{m} \sum_{j=1}^{m} |x_{B_j}| \right] \]

\[ x_{A_i} \in A, x_{B_j} \in B \]

Now we consider another similarity between set A and B is

\[ s_2(A, B) = \frac{1}{\text{support}(A, B) + 1}, \]

(5)

Proofs of (5) can be obtain easily as follows. For (S1) it is natural from (5) itself. (S2) means similarity between fuzzy set and its complement satisfies minimum value. Hence the farther mean of universe of discourse, the bigger support(A, B) become. If two fuzzy sets are the same, then support(A, B) satisfies zero. Therefore (S3) is obtained easily. Finally, (S4) is also obtained easily from (S2) and (S3).

With the similarity properties of \( s_1(A, B) \) and \( s_2(A, B) \), next we combine similarity measure as follows

\[ s(A, B) = \omega_1 s_1(A, B) + \omega_2 s_2(A, B), \]

(6)

Where similarity measure (1) and (2) are replaced into \( s_1(A, B), \omega_1, \omega_2 \) are weighting factors.

Now we consider the membership functions type 1 and 2 in Fig. 3 and 4. In the following figures, area between \( \mu_A \) and \( \mu_B \) are the same. Hence the similarity measure between \( \mu_A \) and \( \mu_B \) are same. As a result, two \( s_1(A, B) \) has the same value. With the similarity measure \( s_1(A, B) \) two fuzzy set pairs are exactly same similar. Now which case is more similar?

![Fig. 3 Membership functions type 1](image)

Fig. 3 Membership functions type 1

![Fig. 4 Membership functions type 2](image)

Fig. 4 Membership functions type 2

In the above case, the first part of (6) is the similarity measure based on distance measure, hence the value of Fig. 3 and Fig. 4 are the same. However the 2nd part of (6) represents the difference of average support. We have already verified similarity property of \( s_1(A, B) \) and \( s_2(A, B) \) separately. Determination of \( s_2(A, B) \) is depend on designer’s point of view.

There are a lot of similarity measures besides of similarity measure \( s_1(A, B) \). One of examples has the following formulation

\[ s_2(A, B) = |\max \{ \mu_A(x_i) \} - max \{ \mu_B(x_j) \} |, \]

Hence we can alter \( s_2(A, B) \) with respect to each cases.

5. Conclusions

We introduce the distance measure and similarity measure, similarity measure can be represented by the function of distance measure. By the one to one correspondence of distance measure and similarity measure, we construct the similarity measure using distance measure. With the proposed similarity measure we analyze the similarity between fuzzy membership function.
pair, especially non-convex fuzzy membership function. Furthermore modified similarity measure is constructed through "support" characteristic. We verify that the proposed measure is also satisfied as the similarity measure.
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