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ABSTRACT

Orthogonal frequency division multiplexing (OFDM) has been investigated as an enabling technology for future wireless communications such as ad hoc, mesh and sensor networks. However, prior works on bit-loading lack consideration of the constraints on energy and computing facility in sensor networks. In this paper, we suggest an adaptive bit allocation algorithm for a frequency selective fading channel environment which exploits channel state information obtained through a feedback channel. The proposed algorithm significantly reduces computational complexity and satisfies the power budget. Also, its throughput is comparable to the optimum solution. Simulation results support the claim stated.

I. Introduction

Orthogonal frequency division multiplexing (OFDM) has been adopted in many wireless communication standards, and has been intensively studied as an enabling technology for future wireless communications\textsuperscript{[1],[2]}. OFDM divides the available channel bandwidth into multiple
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sub-channels that are mutually orthogonal. Because these sub-channels do not interfere with each other, channels can be utilized efficiently. In OFDM, the inter-symbol interference can be practically eliminated by introducing a guard interval between consecutive symbols. Because of that robustness, OFDM is considered as a key enabling technology for wireless ad hoc, mesh, and sensor networks where the wireless environment is generally assumed to be harsh and unreliable.

Currently, most OFDM-based systems employ a conventional multi-carrier modulation that uses the same signal constellation size for all sub-channels. However, the performance of these systems was easily disturbed by unsteady sub-channel states. Hence, several bit loading algorithms have been proposed to improve the system-wide throughput by dynamically modifying the modulation scheme according to channel state information (CSI).

According to performance metrics and system constraints, the bit loading algorithms can be categorized as follows.

1) Algorithms that minimize the average BER while satisfying target throughput or power constraint\[8\].
2) Algorithms that minimize the transmission power while satisfying target throughput or BER constraint\[6\], \[9\].
3) Algorithms that maximize the system throughput while satisfying power or BER constraint\[5\], \[7\], \[13\], \[14\].

In this work, we focus on the third category. In addition to the throughput, researchers in this field also consider practical issues, and computational overhead. Because of the high computational complexity of the optimal algorithms\[13\], \[14\], several heuristics have been proposed to compromise the optimality for lower complexity\[11\]. However, these schemes lack the consideration of the relation between channel condition and currently allocated power of each sub-channel, resulting in intolerable throughput loss. This paper bridges the gap between the problems considered in \[13\] \[14\], and \[11\].

Considering the constraints of battery power and computational facility of the devices which will be used in wireless sensor networks, we propose a novel bit loading algorithm which reduces computational complexity, satisfies the power budget and shows throughput comparable to the optimal solution.

To accomplish this goal, our algorithm exploits the ceil power, which is defined as the additional power that is required to increase allocated bit in a sub-channel. Introducing the ceil power simplifies computation of the number of bits loaded in each sub-channel. Meanwhile, by effectively using the information of currently allocated power, the computed number of bits allocated in each sub-channel is not much different from that of the optimal algorithm. Therefore, the throughput of our algorithm is comparable to the optimal algorithm.

The remainder of this paper is organized as follows. In Section \(\text{II}\), we present related works on adaptive power allocation algorithms. In Section \(\text{III}\), our system model is introduced. Section \(\text{IV}\) describes our proposed algorithm, and Section \(\text{V}\) presents performance evaluations. Section \(\text{VI}\) draws conclusions.

\section{Related Works}

Bit loading algorithm has been studied in OFDM-based systems\[6\]-\[14\]. The basic idea of the adaptive bit loading algorithm is that more bits should be allocated to the sub-channel in good condition. On the contrary, fewer bits should be allocated to the sub-channel in bad condition.

Leke and Cioffi \[6\] proposed an algorithm to obtain constant uniform power allocation across all sub-channels. In the algorithm, SNR of all sub-channels are computed for unit input energy, and then the sub-channels with SNR values below a certain threshold are turned off. And then the total energy budget is assigned to all turned-on channels using optimal water-filling distribution\[9\] which uses channel capacity approximation to compute the number of allocated bits in all sub-channels guaranteeing the target bit rate.

Fischer et al. \[8\] formulated the bit error
probability, using the relationship between the signal constellation size and the bit error rate which is presented in [3]. According to [3], the bit error probability of BPSK is approximated as:

$$BER_i \approx Q(\sqrt{2SNR_i}),$$  

(1)

where $BER_i$ and $SNR_i$ are bit error rate and signal-to-noise ratio for $i$-th sub-channel, respectively. The bit error probability of Rectangular QAM, such as 4-QAM, 16-QAM is

$$BER_{i,M} = 1 - \left[1 - \frac{2}{\log_2 M_i} \left(\frac{1}{\sqrt{M_i}}\right) \left(1 - \frac{1}{\sqrt{M_i}}\right)^{2} \right]^2,$$  

(2)

where $M_i$ is the signal constellation size of sub-channel $i$. Fischer et al. [8] assumed that BER is constant for all sub-channels and proposed an algorithm which allocates bit and power to each sub-channel to minimize the average BER.

Bit-removal algorithm was proposed to maximize throughput [13], [14]. This algorithm assigns the largest signal constellation size to all sub-channels, and then computes the transmission power. If the transmission power is above the pre-defined power budget, it finds with sub-channels which the worst performance and reduces the signal constellation size of this sub-channel. This process (finding and reducing) is repeated until the total transmission power becomes less than the pre-defined power budget. The bit-removal algorithm is the optimal solution for system throughput. However, it has too much computational complexity to be used in practical systems.

Chow et al. [11] proposed an algorithm for bit loading to reduce the computational complexity. A brief description of Chow’s algorithm is as follows. First, the channel gain to noise ratio of all sub-channels is arranged in descending order. Then the algorithm takes the worst channel’s power and allocates this equally to the other sub-channels which show better channel gain. If the total bit rate is improved by this reallocation, this process is repeated (i.e. the next worst channel will be deprived of its power). Chow’s algorithm shows light overhead. However, it suffers large throughput loss because the difference between the sub-channels’ conditions is ignored. That is, when the power, which is taken from the worst channel, is reallocated to the other sub-channels with better condition, all these sub-channels are allocated with the same amount of power.

In this paper, our goal is to design a novel bit loading algorithm, the computational complexity of which is as small as Chow’s algorithm and the throughput of which is comparable to the bit-removal algorithm.

III. System Model

OFDM-based systems divide the available bandwidth into a set of $N$ orthogonal sub-channels, with feedback information. The number of bits for each sub-channel $i$ according to SNR is calculated with following equation [3]:

$$b_i = \log_2 \left(1 + \frac{P_i \cdot CNR_i}{\Gamma}\right),$$

(3)

where $b_i$ denotes the number of bits for $i$-th sub-channel, $CNR_i$ is the gain-to-noise ratio of sub-channel $i$ (in dB), $P_i$ denotes the power, and $\Gamma$ denotes the SNR Gap (in dB) which represents how far the system is from the Shannon channel capacity model [3] and is defined as:

$$\Gamma = \frac{1}{3} \left[Q^{-1}\left(\frac{SER}{4}\right)\right]^2,$$

(4)

where $SER$ is symbol error rate. We use the Rayleigh fading channel model. Our system has a point-to-point link which consists of a transmitter and receiver pair. That is called the single user OFDM-based system.

For dynamic modification of bit allocation, we assume that the transmitter can obtain the channel information using a training signal which is known to the receiver via a feedback channel. Minn et al. [10] addressed optimal training signals in AWGN.
The process for obtaining CSI is described as follows. The transmitter sends a pre-defined training signal on a specific sub-channel, and then the receiver performs channel estimation.

The received signal is compared with the pre-defined training signal which is already known to the receiver. Then, the estimated CSI is fed back by the receiver.

IV. Proposed Algorithm

In this section, we describe our bit loading algorithm. The pseudo-code of the algorithm is presented after the informal description.

By Shannon’s capacity formula, the allocated bit of sub-channels is calculated as a real number. However, the transmitter hardware will only send integer portion of the resultant number of bits. For example, if the capacity of a sub-channel is calculated to 3.8 bits with a given power budget, only 3 bits can actually be loaded for transmission. Here, the energy which constitutes 0.8 bits in this sub-channel is wasted.

We focus on this wasted energy. When the power is reallocated in our algorithm, the ceil power is considered. The ceil power of a sub-channel is defined as the additional power that is required to increase allocated bit in the transmitter hardware. For example, suppose that 1.8 bits was calculated for a sub-channel. If we can get more power that can transmit 0.2 bits, we can load 2 bits to that sub-channel. We define the power that allows for transmitting 0.2 bits at that sub-channel as ceil power and those 0.2 bits as ceil bits. The ceil power is calculated as:

\[ \text{ceil power}_i = \Gamma \cdot \left( 2^{C_{bi}} - 2^{b_i} \right) / \text{CNR}_i, \]  

where \( C_{bi} \) denotes the ceil bit of sub-channel \( i \), and \( \text{CNR}_i \) is the channel gain to noise ratio of sub-channel \( i \).

Now, we describe our algorithm with an example. Figure 1 (a) shows a wireless communication channel with five sub-channels. We assume that total power budget is \( 3.125 \times 10^{-6} \) W. All sub-channels are allocated with the same power \( 0.625 \times 10^{-6} \) W and the allocated bits are computed by equation (3). From this initial state, our algorithm performs following steps:

First, sub-channels are arranged in increasing order of allocated bits. We find that the sub-channel 1 is in the worst condition.

Second, before reallocating the power of sub-channel 1 to the other sub-channels, we compute the ceil power. Two rules are used in this process.

- The sub-channel with smaller ceil power is allocated first. In the example, thus, the allocation order of sub-channels is 2, 5, 4, and 3.
- The total power budget should not be exceeded. In the example, because of this rule, only the sub-channel 2 and 5 are allocated with additional power.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Ch1</th>
<th>Ch2</th>
<th>Ch3</th>
<th>Ch4</th>
<th>Ch5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bits (real number)</td>
<td>0.76</td>
<td>1.86</td>
<td>1.10</td>
<td>3.02</td>
<td>2.61</td>
</tr>
</tbody>
</table>

(a) Initial condition: All sub-channels are allocated with the same power. The allocated bits are computed by Equation (3). Total energy budget is \( 3.125 \times 10^{-6} \) W. Thus, each channel is allocated with \( 0.625 \times 10^{-6} \) W.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Ch1</th>
<th>Ch3</th>
<th>Ch2</th>
<th>Ch5</th>
<th>Ch4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bits (integer)</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

(b) Step 1: Sub-channels are ascending in increasing order of allocated bits. The power allocated to channel 1 will be reallocated to other channels.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Ch1</th>
<th>Ch3</th>
<th>Ch2</th>
<th>Ch5</th>
<th>Ch4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ceil power ((10^{-6} \text{ W}))</td>
<td>-</td>
<td>1.01</td>
<td>0.08</td>
<td>0.23</td>
<td>0.68</td>
</tr>
</tbody>
</table>

(c) Step 2: Ceil power of sub-channels are computed.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Ch1</th>
<th>Ch3</th>
<th>Ch2</th>
<th>Ch5</th>
<th>Ch4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power reallocation ((10^{-6} \text{ W}))</td>
<td>-0.625</td>
<td>0</td>
<td>+0.08</td>
<td>+0.23</td>
<td>0</td>
</tr>
</tbody>
</table>

(d) Step 3: Sub-channels 2 and 5 are allocated with additional power.

Fig. 1. An example of the proposed bit loading algorithm.
The power reallocation policy derived with these rules is shown in Figure 1 (d). The sub-channel 1 gives up its power and sub-channel 2 and 5 are allocated additional power. By this reallocation, the number of total transmitted bits is increased by 2.

This reallocation process is repeated while it is possible to increase transmitted bits. Note that there is unused energy budget after the reallocation process. In the example, the remaining energy is $0.315 \times 10^{-6}$ W. This energy can be used in next iteration of power reallocation.

Algorithm 1 shows the pseudo-code of our proposed scheme.

V. Performance Evaluation

5.1 Simulation Set Up

The performance of the proposed algorithm is compared with the bit-removal and Chow’s algorithm, which consider the power budget constraint. These schemes are regarded as the best solutions for throughput and light computational overhead, respectively. We compare the throughput and computation time of our proposed algorithm to Chow’s algorithm and bit-removal with various numbers of sub-channels.

We assume that the available signal constellation sizes are 2, 4, 16, 64, and 128 in this simulation. According to the signal constellation size, the available modulation schemes are BPSK, 4-QAM, 16-QAM, 64-QAM, and 128-QAM. The channel model we used in this simulation is the Rayleigh fading channel. For practical channel modeling, each sub-channel operates under a different channel state.

In this case, we use the power budget with -20 dBm. Second, we also perform the throughput and computation time comparison of our proposed algorithm against Chow’s algorithm and bit-removal with various values of power budget. In this case, we use 256 sub-channels.

Simulations are repeated 10,000 times under different channel conditions and the results are averaged.

5.2 Simulation Result

Figure 2 shows the overall throughput of various bit loading algorithms measured with different number of sub-channels. Here, the number of sub-channels varies from 32 to 512. Result shows that the throughput of our scheme is not far from the optimal. In case the number of sub-channels is 256, which is used in the standard of wireless communication systems.

The throughput of our algorithm is 99.6% of the optimal bit-removal algorithm while the throughput of Chow’s algorithm is 84% of the optimal.

Figure 3 shows the overall throughput of various bit loading algorithms measured with different energy budgets. Here the number of sub-channels is fixed to 256. Our algorithm shows near-optimal throughput.

Figure 4 shows the computational complexity of bit loading algorithms with different number of sub-channels. Simulations are repeated 10,000 times under different channel conditions and the results are averaged.

![Fig. 2. Overall throughput of bit loading algorithms with various numbers of sub-channels (power budget = -20 dBm)](image)

![Fig. 3. Overall throughput of bit loading algorithms with various numbers of power budget (number of sub-channels = 256)](image)
Fig. 4. Computation time of bit loading algorithms with various number of sub-channels (power budget = -20 dBm) and the results are averaged. The complexity is measured in time required to allocate bits to sub-channels.

The results show that the complexity of our algorithm is comparable to the lightweight Chow’s algorithm. In case the number of sub-channels is 256, the computation time is 117.2% of the Chow’s algorithm while the computation time of bit-removal algorithm is 2965.5% of the Chow’s algorithm.

The results of the throughput with number of sub-channels as 256, is shown in Figure 4. Our algorithm outperforms in terms of throughput compared to Chow’s algorithm in all power budget values. Maxcount of Chow’s is 10. Our algorithm is similar to Chow’s. Maxcount of our algorithm is no more than 12. It will suffice for real communication systems. However, throughput of our algorithm is a lot larger than Chow’s.

As shown by the above analysis, our algorithm maximizes throughput with significantly reduced complexity while satisfying power budget requirements. This complexity is reasonable for the wireless sensor networks and enhances the throughput.

### VI. Conclusion

For future applications of wireless sensor networks, both the low complexity and high throughput should be pursued. With our algorithm, wireless interfaces can effectively support those demands. In this paper, we dealt with the problem of bit allocation for point-to-point wireless links and proposed a novel bit loading algorithm which reduces computational complexity while showing throughput comparable to the high-cost solution. To achieve this, we introduced the ceil power concept, which is used in power reallocation process.

We demonstrated that the proposed scheme has outstanding performance when compared to other schemes in terms of time complexity and throughput. Complexity of our algorithm is reasonable for practical sensor network systems and the throughput is

---

**Algorithm 1 Proposed simple bit loading algorithm**

**Input:**
- \( n \): \# of sub-channels
- \( SER[i] \): symbol error rate of sub-channel \( i \), \( i = 1...n \)
- \( CNR[i] \): gain to noise ratio of sub-channel \( i \), \( i = 1...n \)
- \( P_{total} \): total power budget

**Output:**
- \( P[i] \): power allocated to sub-channel \( i \), \( i = 1...n \)

1. Let \( b[i] \) the allocated bits of sub-channel \( i \), \( i = 1...n \) in real number
2. for \( i = 1 \) to \( n \) do
3. \( P[i] = P_{total} / n \)
4. Compute \( b[i] \) using Equation (3) and (4)
5. end for
6. Let \( \phi[i], (\phi[1]...\phi[n]) \), the sequence of sub-channel IDs sorted in increasing order of the allocated bits
7. for \( m = 1 \) to \( n \) do
8. if \( i \neq \phi[m] \) then
9. Compute \( CP[i] \) using Equation (5)
10. end if
11. for \( m = 1 \) to \( n \) do
12. if \( P_{reserve} \geq CP[i] \) then
13. \( P_{reserve} = P_{reserve} - CP[i] \)
14. \( P[i] = P[i] + CP[i] \)
15. Compute \( CP[i] \) using Equation (5)
16. end if
17. if \( EnhancedBits > Floor(b[\phi[m]]) \) then
18. \( P[\phi[m]] = 0 \)
19. else
20. \( P[\phi[m]] = P[\phi[m]] \)
21. Exit this for loop
22. end if
23. end for
comparable to that of the optimal solution.
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