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ABSTRACT

It is well known that serial belief propagation (BP) decoding for low-density parity-check (LDPC) codes achieves faster convergence without any increase of decoding complexity per iteration and bit error rate (BER) performance loss than standard parallel BP (PBP) decoding. Serial BP (SBP) decoding, such as horizontal SBP (H-SBP) decoding or vertical SBP (V-SBP) decoding, updates check nodes or variable nodes faster than standard PBP decoding within a single iteration.

In this paper, we propose combined horizontal-vertical SBP (CHV-SBP) decoding. By the same reasoning, CHV-SBP decoding updates check nodes or variable nodes faster than SBP decoding within a serialized step in an iteration. CHV-SBP decoding achieves faster convergence than H-SBP or V-SBP decoding. We compare these decoding schemes in details. We also show in simulations that the convergence rate, in iterations, for CHV-SBP decoding is about $\frac{1}{6}$ of that for standard PBP decoding, while the convergence rate for SBP decoding is about $\frac{1}{2}$ of that for standard PBP decoding. In simulations, we use recently proposed generalized LDPC (GLDPC) codes with binary cyclic codes (BCC).
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I. Introduction

Low-density parity-check (LDPC) codes [1,2], have received significant research attention. The LDPC codes can achieve the performance near the Shannon capacity on an additive white Gaussian noise (AWGN) channel [3,4]. The LDPC codes are usually decoded by the standard parallel belief propagation (BP) decoding [5]. In each iteration, the parallel BP (PBP) decoding scheme updates in parallel all the check nodes and then updates all the variable nodes iteratively. In order to take advantage of more reliable extrinsic messages updated within a single iteration, some serial BP (SBP) decoding schemes are introduced in [6-12]. The vertical SBP (V-SBP) decoding schemes are presented in [6-9]. On the other hand, the horizontal SBP (H-SBP) decoding schemes are addressed in [8, 9, 12]. These H-SBP and V-SBP decoding schemes can converge roughly twice as fast as the standard PBP decoding scheme.
without any increase of decoding complexity per iteration and bit error rate (BER) performance loss.

In this paper, we present combined horizontal-vertical SBP (CHV-SBP) decoding. The H-SBP and V-SBP decoding schemes take advantage of more reliable extrinsic messages updated within a single iteration, so that they achieve faster convergence than the PBP decoding scheme. By the same reasoning, the CHV-SBP decoding scheme uses more reliable extrinsic messages updated within a single *serialized step* in an iteration. In result, the convergence rate, in iterations, for CHV-SBP decoding is about \( \frac{1}{6} \) of that for standard PBP decoding, while the convergence rate for the H-SBP or V-SBP decoding schemes is about \( \frac{1}{2} \) of that for standard PBP decoding. Obviously, the convergence rate for CHV-SBP decoding is about \( \frac{1}{3} \) of that for H-SBP or V-SBP decoding. The CHV-SBP decoding scheme proposed in this paper is intended to speed up the H-SBP or V-SBP decoding schemes at no cost in complexity without BER performance loss. Thus, for simulations, we use recently proposed generalized LDPC (GLDPC) codes with binary cyclic codes (BCC)\(^{[13]}\). Various GLDPC codes achieve better performance at the cost of higher decoding complexity for moderate block lengths\(^{[14-17]}\). They are generated by replacing the parity check equations in a parity-check matrix of an LDPC code with many kinds of short length component codes. The examples of component codes are Hamming component codes\(^{[14]}\), Reed-Muller component codes\(^{[15]}\), and BCH and RS component codes\(^{[16]}\). Recently, GLDPC codes with BCC as component codes are reported\(^{[13]}\). The GLDPC codes with BCC have roughly the same decoding complexity as the LDPC codes, while keeping better performance than the LDPC codes like other GLDPC codes.

This paper is organized as follows. Section II describes reviews of the PBP, H-SBP, and V-SBP decoding schemes. In section III, we derive the proposed CHV-SBP decoding scheme. Section IV presents simulation results and discussions. Section V concludes the paper.

II. Reviews of PBP, H-SBP, and V-SBP Decoding Schemes

In this section, first a review of the PBP decoding scheme is given and later reviews of the H-SBP and V-SBP decoding schemes are provided. Assume that a codeword block \( \mathbf{c} \triangleq [c_0, c_1, \ldots, c_{N-1}] \) with a codeword block length \( N \) is transmitted over an AWGN channel with zero mean and variance \( N_0/2 \). Based on \([2]\), we define an \( M \times N \) parity-check matrix \( \mathbf{H} \triangleq [H_{mn}] \) with the number of checks \( M \), where \( 0 \leq n \leq N-1 \), and \( 0 \leq m \leq M-1 \). Note that in this paper, we label parity check code constraints in LDPC codes and various component code constraints in GLDPC codes as checks for simplicity and generalization without loss of generality. Let \( C_n \) be the log-likelihood ratio (LLR) of bit \( n \), which is derived from the observed channel output \( y_n \). Define \( C_{mn}^{(i)} \) and \( V_{mn}^{(i)} \) associated with the \( i \)-th iteration as the LLRs of bit \( n \) which are passed from check node \( m \) to bit node \( n \) and passed from bit node \( n \) to check node \( m \), respectively. Let \( V_n^{(i)} \) be the pseudo posterior LLR of bit \( n \). We denote the set of bits that participate in check \( m \) by \( \mathcal{N}(m) \triangleq \{ n: H_{mn} = 1 \} \) and the set of checks in which bit \( n \) participates by \( \mathcal{M}(n) \triangleq \{ m: H_{mn} = 1 \} \). We also denote a set \( \mathcal{N}(m) \) with bit \( n \) excluded by \( \mathcal{N}(m) \setminus n \), and a set \( \mathcal{M}(n) \) with check \( m \) excluded by \( \mathcal{M}(n) \setminus m \). We use the operation notation \( \Psi \) for computing \( C_{mn}^{(i)} \) for generalization. The operation \( \Psi \) can be analytical expressions or dynamic programming. This notation is helpful to applying the decoding schemes of LDPC codes to those of GLDPC codes and explaining clearly the SBP decoding schemes. For example, in LDPC codes, the tanh-rule is usually used, which is given by

\[
\tanh \frac{C_{mn}^{(i+1)}}{2} = \prod_{n \in \mathcal{N}(m) \setminus n} \tanh \frac{V_{mn}^{(i)}}{2}.
\]  

(1)
This is further simplified as

\[
C_{mn}^{(i+1)} = 2 \tanh^{-1} \left( \prod_{n' \in \mathcal{N}(m):n} \tanh \frac{V_{mn'}^{(i)}}{2} \right) \\
= \log \frac{1 + \prod_{n' \in \mathcal{N}(m):n} \tanh \frac{V_{mn'}^{(i)}}{2}}{1 - \prod_{n' \in \mathcal{N}(m):n} \tanh \frac{V_{mn'}^{(i)}}{2}}.
\]

Then the operation \( \Psi \) is defined by

\[
\Psi_{n' \in \mathcal{N}(m):n} \left( V_{mn'}^{(i)} \right) \triangleq \log \frac{1 + \prod_{n' \in \mathcal{N}(m):n} \tanh \frac{V_{mn'}^{(i)}}{2}}{1 - \prod_{n' \in \mathcal{N}(m):n} \tanh \frac{V_{mn'}^{(i)}}{2}}.
\]

For another example, in GLDPC codes with BCC, the operation \( \Psi \) is defined by using Bahl-Cocke-Jelinek-Raviv (BCJR) dynamic programming algorithms\(^{[17]} \), which can be computed efficiently as in \([13]\). The standard PBP decoding scheme is carried out as follows:

**PBP decoding scheme**

Initialization:
Set \( i = 1 \) and the maximum number of iterations to \( I_{\text{max}} \). For each \( m, n \), set \( V_{mn}^{(1)} = C_n \).

Horizontal step:
For \( 0 \leq m \leq M-1 \) and each \( n \in \mathcal{N}(m) \), compute

\[
C_{mn}^{(i+1)} = \Psi_{n' \in \mathcal{N}(m):n} \left( V_{mn'}^{(i)} \right).
\]

Vertical step:
For \( 0 \leq m \leq N-1 \) and each \( m \in \mathcal{M}(n) \), compute

\[
V_{mn}^{(i+1)} = C_n + \sum_{m' \in \mathcal{M}(n):m} C_{m'n}^{(i+1)}.
\]

Iteration stopping criterion:
Make hard decisions on \( V_{n}^{(i)} \), and create a tentative codeword \( \hat{c} = [\hat{c}_0, \hat{c}_1, \cdots, \hat{c}_{N-1}] \).

If all the checks are satisfied with \( \hat{c} \) or \( i = I_{\text{max}} \), stop the decoding iteration with the decoded codeword \( \hat{c} \).

Otherwise, go to **Horizontal step** with \( i = i + 1 \).

Next, the V-SBP decoding scheme is reviewed, based on \([6], [7]\). In this paper, we introduce serialized steps in an iteration for clarifying the SBP decoding schemes and comparing various SBP decoding schemes. For the V-SBP decoding scheme, the serialized step is equal to \( n \). However, the serialized step of the H-SBP decoding scheme is different from that of the V-SBP decoding scheme. This is considered later. For the V-SBP decoding scheme, interpret \( V_{mn}^{(i)} \) as the LLRs of bit which are passed from bit node \( n \) to check node \( m \) associated with the \( n^\text{th} \) serialized step in the \( i \text{th} \) iteration. The V-SBP decoding scheme is carried out as follows:

**V-SBP decoding scheme**

Initialization:
Set \( i = 1 \) and the maximum number of iterations to \( I_{\text{max}} \). For each \( m, n \), set \( V_{mn}^{(1)} = C_n \).

Iteration:
For \( 0 \leq m \leq N-1 \).

Serialized step \( n \):

Horizontal step:
Each \( m \in \mathcal{M}(n) \), compute

\[
C_{mn}^{(i+1)} = \Psi_{n' \in \mathcal{N}(m):n} \left( V_{mn'}^{(i)} \right).
\]

Vertical step:
Each \( m \in \mathcal{M}(n) \), compute

\[
V_{mn}^{(i+1)} = C_n + \sum_{m' \in \mathcal{M}(n):m} C_{m'n}^{(i+1)}.
\]
\[ V_{mn}^{(i)} = C_n + \sum_{m' \in A'(n):m} C_{m'n}^{(i+1)}, \quad (8) \]
\[ V_n^{(i)} = C_n + \sum_{m \in A(n)} C_{mn}^{(i+1)}. \quad (9) \]

**Iteration stopping criterion:**

Make hard decisions on \( V_n^{(i)} \), and create a tentative codeword \( \hat{c} = [\hat{c}_0, \hat{c}_1, \ldots, \hat{c}_{N-1}] \).

If all the checks are satisfied with \( \hat{c} \) or \( i = I_{\text{max}} \), stop the decoding iteration with the decoded codeword \( \hat{c} \).

Otherwise, go to **Iteration** with \( V_n^{(i+1)} = V_n^{(i)} \) and \( i = i + 1 \).

In the equation (8), \( V_{mn}^{(i)} \) is used instead of \( V_{mn}^{(i+1)} \). This simplifies considerably the equation (7).

Lastly, the H-SBP decoding scheme is reviewed, based on [10], [11]. For the H-SBP decoding scheme, the serialized step is equal to \( m \) and \( V_{mn}^{(i)} \) is interpreted as the LLRs of bit \( n \) which are passed from bit node \( n \) to check node \( m \) associated with the \( m \)th serialized step in the \( i \)th iteration. The H-SBP decoding scheme is carried out as follows:

**H-SBP decoding scheme**

**Initialization:**

Set \( i = 1 \), and the maximum number of iterations to \( I_{\text{max}} \). For each \( n \), set \( V_n^{(1)} = C_n \). For each \( m, n \), set \( C_{mn}^{(1)} = 0 \).

**Iteration:**

For \( 0 \leq m \leq M-1 \).

** Serialized step \( m \):**

**Horizontal step:**

Each \( n \in \mathcal{N}(m) \), compute

\[ V_{mn}^{(i)} = V_n^{(i)} - C_{mn}^{(i)}, \quad (10) \]

\[ C_{mn}^{(i+1)} = \Psi_{n':A'(m):n'}(V_{mn}^{(i)}). \quad (11) \]

**Vertical step:**

Each \( n \in \mathcal{N}(m) \), compute

\[ V_n^{(i)} = V_m^{(i)} + C_{mn}^{(i+1)}. \quad (12) \]

**Iteration stopping criterion:**

Make hard decisions on \( V_n^{(i)} \), and create a tentative codeword \( \hat{c} = [\hat{c}_0, \hat{c}_1, \ldots, \hat{c}_{N-1}] \).

If all the checks are satisfied with \( \hat{c} \) or \( i = I_{\text{max}} \), stop the decoding iteration with the decoded codeword \( \hat{c} \).

Otherwise, go to **Iteration** with \( V_n^{(i+1)} = V_n^{(i)} \) and \( i = i + 1 \).

**III. Derivation of CHV-SBP Decoding Schemes**

The CHV-SBP decoding scheme combines the H-SBP and V-SBP decoding schemes. For the CHV-SBP decoding scheme, we define another set \( A_{\text{ordered}}(n) \triangleq \{ m_j \mid m_0 < m_1 < m_2 < \cdots < m_{|n|+1} : H_{mn} = 1 \} \).

The H-SBP or V-SBP decoding schemes take advantage of more reliable extrinsic messages updated within a single iteration, so that they achieve faster convergence than the PBP decoding scheme. By the same reasoning, the CHV-SBP decoding scheme uses more reliable extrinsic messages updated in the \( m \)th serialized step within the \( n \)th serialized step in an iteration. For the CHV-SBP decoding scheme, \( V_{mn}^{(i)} \) is interpreted as the LLRs of bit \( n \) which are passed from bit node \( n \) to check node \( m \) associated with the \( m \)th serialized step within the \( n \)th serialized step in the \( i \)th iteration. The CHV-SBP decoding scheme is carried out as follows:

**CHV-SBP decoding scheme**

**Initialization:**

Set \( i = 1 \), and the maximum number of iterations to \( I_{\text{max}} \). For each \( n \), set \( V_n^{(1)} = C_n \). For each \( m, n \), set \( C_{mn}^{(1)} = 0 \).

**Iteration:**

For \( 0 \leq m \leq N-1 \).
Vertical serialized step $n$:

$s = 0$

Horizontal serialized step $m$:

If $s = |\mathcal{M}(n)|$, go to Vertical serialized step $n$ with $n = n + 1$.

For $m_s \in \mathcal{M}_{\text{ordered}}(n)$, $m = m_s$.

If all the $C^{(i+1)}_{mn}$ are already computed for each $n \in \mathcal{N}(m)$, go to Horizontal serialized step $m_i$ with $s = s + 1$.

Otherwise continue.

Horizontal step:

Each $n_H \in \mathcal{N}(m)$, compute

$$V^{(i)}_{mnH} = V^{(i)}_{nH} - C^{(i)}_{mnH},$$

(13)

$$C^{(i+1)}_{mnH} = \Psi_{nH, \mathcal{N}(m)} V^{(i)}_{mnH}.$$

(14)

Vertical step:

Each $n_H \in \mathcal{N}(m)$, compute

$$V^{(i)}_{nH} = V^{(i)}_{mnH} + C^{(i+1)}_{mnH}. $$

(15)

Iteration stopping criterion:

Make hard decisions on $V^{(i)}_{n}$, and create a tentative codeword $\hat{c} = [\hat{c}_0, \hat{c}_1, \ldots, \hat{c}_N]$. If all the checks are satisfied with $\hat{c}$ or $i = I_{\text{max}}$, stop the decoding iteration with the decoded codeword $\hat{c}$. Otherwise, go to Iteration with $V^{(i+1)}_{n} = V^{(i)}_{n}$ and $i = i + 1$.

After four decoding schemes are explained, we mention one thing very carefully for decoding complexity. When we consider decoding complexity, we do not include complexity reduction techniques on hardware implementations. Thus, since the only differences of four decoding schemes are scheduling, the minimum complexity for an iteration is assumed to be the same for all decoding schemes.

IV. Simulation Results and Discussions

We consider the GLDPC codes with BCC, which were simulated in [13]. Specificaly, the codeword block length $N$ is ten thousand and the code rate is 1/2. The maximum allowable number of iterations is $I_{\text{max}} = 100$, for all the decoding schemes. Note that we did not optimize $I_{\text{max}} = 100$ and just observed negligible performance improvement when $I_{\text{max}} > 100$. The BERs for a binary input AWGN channel are shown as a function of $E_b/N_0$ (in decibels). Two Things are intensively considered.

The one thing is that we show, in simulations, the convergence rates, in iterations, for the PBP, V-SBP, H-SBP, and CHV-SBP decoding schemes. In Fig. 1, the BER performances of 10, 20, 60 iterations for the PBP decoding schemes are shown. This figure also includes the BER performances of 10, 30 iterations for the V-SBP and H-SBP decoding schemes and the BER performance of 10 iterations for the CHV-SBP decoding scheme. As shown in Fig. 1, the convergence rates of V-SBP, H-SBP, and CHV-SBP decoding are about $\frac{1}{2}$, $\frac{1}{2}$, and $\frac{1}{6}$ of that for PBP decoding, respectively. Therefore, we conjecture that the convergence rate, in iterations, for CHV-SBP
decoding is about $\frac{1}{6}$ of that for standard PBP decoding. On the other hand, thorough experimental and mathematical studies indicate that the convergence rate, in iterations, for the V-SBP and H-SBP decoding schemes is about $\frac{1}{2}$ of that for the PBP decoding scheme, independent of LDPC and GLDPC codes. Thus, this $\frac{1}{2}$ factor is not the new result, just presented as for comparison purpose. Only the $\frac{1}{6}$ factor is the contribution of this paper.

Before we mention the other thing, note that in Fig. 1, $I_{\text{max}}$ does not matter because all the BER curves are shown at specific numbers of iterations.

The other thing is the comparisons of average numbers $I_{\text{ave}}$ of iterations for the converged BER performance of the four decoding schemes. With the same $I_{\text{max}} = 100$ for all the decoding schemes, in Fig. 2, we plot the four BER curves at $i = I_{\text{max}} = 100$. Fig. 2 shows the approximately converged BER performances. This means that with the same $I_{\text{max}} = 100$, even though average numbers $I_{\text{ave}}$ of iterations are significantly different for the four decoding schemes, the BER performances almost reach the maximum performance of the simulated GLDPC code at each SNRs with BP decoding. Then in Fig. 3, we calculate average numbers $I_{\text{ave}}$ of iterations of the four decoding schemes. One point should be mentioned. This is that in the low signal-to-noise (SNR) region, up to 0.7 dB, the $\frac{1}{2}$ factor of the convergence rate for V-SBP and H-SBP decoding does not hold. In this low SNR region, BERs are greater than $10^{-3}$ and in turn the dominant iteration stopping criterion is $i = I_{\text{max}}$. In result, the convergence rate factor is greater than the $\frac{1}{2}$ factor. Therefore, the meaningful SNR region is the high SNR region, greater than or equal to 0.8 dB. In high SNR region, the $\frac{1}{2}$ factor roughly holds. By the same reasoning, the convergence rate for CHV-SBP decoding is about $\frac{1}{6}$ of that for standard PBP decoding in the high SNR region, greater than or equal to 0.8 dB. For example, since $1/6 \approx 0.167$ and $1/7 \approx 0.142$, based on $I_{\text{ave}}(\text{CHV-PBP}) / I_{\text{ave}}(\text{PBP}) = 6.5/38.5 = 0.168$ at 0.8 dB and $4.45/31 = 0.143$ at 0.9 dB in Fig. 3, we could approximate the
convergence rate for CHV-SBP decoding as about $\frac{1}{6}$ of that for standard PBP decoding in the high SNR region. This second analysis confirms the first analysis one more time.

V. Conclusion

In this paper, we proposed the CHV-SBP decoding scheme. In simulations, we used recently proposed GLDPC codes with BCC. The CHV-SBP decoding scheme updates check nodes or variable nodes faster than V-SBP and H-SBP decoding within a serialized step in an iteration. In result, CHV-SBP decoding achieves faster convergence than V-SBP and H-SBP decoding. We compared these decoding schemes in details. We also showed in simulations that the convergence rate, in iterations, for CHV-SBP decoding is about $\frac{1}{6}$ of that for standard PBP decoding, while the convergence rate for V-SBP or H-SBP decoding is about $\frac{1}{2}$ of that for standard PBP decoding. In future research, analytical and mathematical studies of the convergence rate for CHV-SBP decoding will be meaningful and interesting.
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