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ABSTRACT

In recent years, development of femtocells are receiving considerable attention towards increasing the network coverage, capacity, and improvement in the quality of service for users. In 3GPP LTE-Advanced (LTE-A) system, to efficiently utilize the bandwidth, femtocell and macro cell uses the same frequency band, but this deployment poses a technical challenge of cross-tier interference to macro users. In this paper, the novel quality of service based fractional power control (QoS-FPC) scheme under the heterogeneous networks environment is proposed, which considers the users priority and QoS-requirements during the power allocation. The proposed QoS-FPC scheme has two focal points: first, it protects the macrocell users uplink communication by limiting the cross-tier interference at eNB below a given threshold, and second, it ensures the optimization of femtocell users power allocation at each power adjustment phase. Performance gain is demonstrated with extensive system-level simulations to show that the proposed QoS-FPC scheme significantly decreases the cross-tier interference and improves the overall users throughput.
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I. Introduction

The future traffic growth is so tremendous that there is a vastly increased need for further network densification using small cells to handle the capacity requirements and improve the quality of service (QoS) of users. In recent years, the development of small cells, i.e., specifically femtocells has provided cost-effective solutions to improve capacity and QoS requirements of users\cite{1}. In LTE-A system, femtocells can be deployed either indoor or outdoor, while the indoor femtocells are commonly referred as home evolved NodeBs (HeNBs). The proposed scheme in this paper works for HeNBs and outdoor femtocells, but we consider only HeNBs under close access scheme which means only licensed home users can communicate with their own HeNBs.

However, a large number of HeNBs deployment poses a technical challenges like the cross-tier interference\cite{1,2}. There are several reasons contributing to the difficult management of the cross-tier interference such as co-channel deployment of the HeNBs, close access scheme, limited availability of bandwidth and the unplanned deployment of HeNBs\cite{3,4}. Hence the posed problems require the self configuring and self optimal interference management schemes.

In conventional heterogeneous networks...
(HetNets), well known power control schemes like [3,4] are proposed for effectively managing the cross-tier interference. In [5-6], uplink open loop power control optimization for co-channel HetNet deployment scenario is proposed. These schemes adjust the power control parameters for maximizing the system throughput without considering the users service priority and QoS requirements. In [7], a generic game theory based power control scheme is proposed, to efficiently assign users power level. It focuses on maximizing the efficiency of system throughput without considering the users QoS requirements, and also neglects the protection of macrocell users uplink (UL) communications. To solve the issues of users QoS requirements and the protection of UL communications by macro user equipments (MUEs), we propose a quality of service based fractional power control (QoS-FPC) scheme for interference mitigation in two-tier HetNets. In this scheme, we control and optimize the femtocell user equipment (FUE) transmit (Tx) power based on the QoS priority of FUEs and MUEs to mitigate the UL interference. As a result, our scheme has two main advantages; it always fulfills the demand of high priority UEs (MUEs or FUEs), but simultaneously it maintains the threshold demand of the low priority UEs. Therefore, on the basis of two main advantages discussed above, the proposed QoS-FPC scheme behaves better than the previous power control schemes.

Thus, the proposed scheme increases the overall system throughput by limiting the cross-tier interference at eNB below a pre-defined threshold level, i.e., maximum cross-tier interference that eNB can tolerate, by ensuring the optimization of FUEs power allocation at each power adjustment phase. The simulation results are provided to prove the advantages of our proposed QoS-FPC scheme compared to the conventional fractional power control scheme.

The rest of the paper is organized as follows: section II discusses the QoS based system model in 3GPP LTE-A HetNet. In section III, the proposed QoS-FPC scheme is described in detail, and the performance of the proposed QoS-FPC scheme has been evaluated by system-level simulations in section IV. Finally, section V concludes the paper.

II. QoS-based System Model in 3GPP LTE-A HetNet

In this paper, the uplink of a 3GPP LTE-A system is considered, where both the eNB and HeNBs utilize the entire system bandwidth. The sets of eNBs and HeNBs are denoted by $M$ and $F$, respectively, while $N_{m(f)}$ is the set of PRBs used in eNB $m \ (m \in M)$ and HeNB $f \ (f \in F)$. In the two-tier HetNet environment of Fig. 1, center cell and the 1st tier cells are the area of interest, while the 2nd tier cells consists of only eNBs to generate the interference to users. The area of interest consists of eNBs, HeNBs, MUEs and FUEs. The set of users which communicate with eNB $m$ and HeNB $f$ are represented by $u_m$ and $u_f$, respectively. In the deployed scenario, we have 19 eNB sites, and each site comprises of three hexagonal sectors. In each hexagonal sector, we consider $5 \times 5$ grid model because it’s a standard model for dense HeNB deployment modeling[8]. Fig. 2 shows the $5 \times 5$ grid model.

![Fig. 1. Two-tier HetNet environment.](image1)

![Fig. 2. $5 \times 5$ grid HeNB model.](image2)
HeNB model, which is considered as a single floor building with 25 apartments. Each apartment is $10\text{m} \times 10\text{m}$ and placed next to each other. The number of HeNBs per grid depends upon the deployment ratio while the percentage of an active HeNBs in a single apartment is decided by an activation ratio\(^9\), whereas in this paper we set all the HeNBs as active. It is assumed that at least one FUE is connected per HeNB.

Under the above mentioned deployment scenario, the target $SINR^m_\text{n}$ and $SINR^f_\text{n}$ observed on PRBs $n$ \((n \in N_{\text{m}(f)}) \) by MUE $u_m$ and FUE $u_f$, respectively, are described as;

$$
\begin{align*}
SINR^m_\text{n} = & \frac{G^m_u p^m_u}{I^\text{e}_m + \eta} \\
SINR^f_\text{n} = & \frac{G^f_u p^f_u}{I^\text{f}_f + \eta}
\end{align*}
$$

(1)

where $p^m_u$ and $p^f_u$ are the transmit power from MUE $u_m$ and FUE $u_f$ to eNB $m$ and HeNB $f$ on PRBs $n$, respectively. $G^m_u$ is the channel gain between MUE $u_m$ and eNB $m$ on PRB $n$, while the channel gain between FUE $u_f$ and the HeNB $f$ on PRB $n$ is denoted by $G^f_u$. The thermal noise including UE noise figure per PRB is represented by $\eta$, and the aggregate interferences $I^\text{e}_m$ and $I^\text{f}_f$, received by MUE $u_m$ and FUE $u_f$, respectively, are given as;

$$
\begin{align*}
I^\text{e}_m = & \sum_{i \in M(i \neq m)} G^m_u p^i_u + \sum_{f \in F} G^f_{u_f} p^f_u \\
I^\text{f}_f = & \sum_{i \in M} G^m_{u_i} p^i_u + \sum_{j \in F(j \neq f)} G^f_{u_j} p^f_j
\end{align*}
$$

(2)

2.1 Channel Model

The main components to model the channel gain $G$ are; path loss, shadowing, and fast fading. As recommended by the 3GPP specification\(^8\), for outdoor interfering and non-interfering links between MUE and eNB, the path loss is calculated as;

$$
PL(\text{dB}) = 15.3 + 37.6\log_{10}(R)
$$

(3)

where $R$ is the distance in meters between the transmitter and receiver.

The path loss for interfering links and desired links for MUEs located indoors is calculated by using equation (4), while in this case extra wall loss $L_{\text{ow}}$ of 20 dB is considered;

$$
PL(\text{dB}) = 15.3 + 37.6\log_{10}(R) + L_{\text{ow}},
$$

(4)

The path loss for interfering and non-interfering links between FUEs and HeNBs is calculated as in the 3GPP LTE-A evaluation methodology\(^9\),

$$
PL(\text{dB}) = 127 + 30\log_{10}(R/1000)
$$

(5)

Shadowing is modeled to represent the deviations from the average path loss values due to geographical features such as terrain changes or buildings. It is generally modeled as a log-normal distribution with mean of 0 dB and standard deviation of 4 dB for the link between HeNB and UE\(^10\). For all other links, including interference links, the standard deviation and inter-site correlation is 10 dB and 0.5, respectively. In order to reduce complexity, the concept of correlated shadow fading map proposed by Claussen for 8 neighbors\(^10\) is employed in this paper.

Fast fading refers to rapid variation of the signal levels due to the constructive and destructive interference of multiple signal paths, when the UEs move short distances. The fast fading component of the signal is generated according to PedB channel model\(^11\). In this paper, pathloss, shadowing, and fast fading are considered for center cell and 1st tier, while 2nd tier only experiences pathloss and shadowing.

2.2 Bearer Model for Traffic Flows

One of the biggest challenges for the current IP based service is QoS. In 3GPP LTE-A system QoS support is provided through evolved packet system (EPS) bearer. To simulate under typical traffic and network loading conditions, the realistic traffic models\(^12\) are used to evaluate the performance of the proposed QoS-FPC scheme. To fully utilize the traffic models at a user level, the complete LTE
<table>
<thead>
<tr>
<th>QCI</th>
<th>Resource Type</th>
<th>Priority</th>
<th>Packet Delay Budget (ms)</th>
<th>Packet Error Loss Rate</th>
<th>Example Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GBR</td>
<td>2</td>
<td>100</td>
<td>10^-2</td>
<td>Conversational Voice</td>
</tr>
<tr>
<td>2</td>
<td>GBR</td>
<td>4</td>
<td>150</td>
<td>10^-3</td>
<td>Conversational Video (Live Streaming)</td>
</tr>
<tr>
<td>3</td>
<td>GBR</td>
<td>5</td>
<td>300</td>
<td>10^-6</td>
<td>Non-conversational Video (Buffered Streaming)</td>
</tr>
<tr>
<td>4</td>
<td>GBR</td>
<td>3</td>
<td>50</td>
<td>10^-3</td>
<td>Real Time Gaming</td>
</tr>
<tr>
<td>5</td>
<td>Non-GBR</td>
<td>1</td>
<td>100</td>
<td>10^-6</td>
<td>IMS Signaling</td>
</tr>
<tr>
<td>6</td>
<td>Non-GBR</td>
<td>7</td>
<td>100</td>
<td>10^-3</td>
<td>Voice, Video (Live Streaming), Interactive Gaming</td>
</tr>
<tr>
<td>7</td>
<td>Non-GBR</td>
<td>6</td>
<td>300</td>
<td>10^-6</td>
<td>Video (Buffered Streaming)</td>
</tr>
<tr>
<td>8</td>
<td>Non-GBR</td>
<td>8</td>
<td>300</td>
<td>10^-6</td>
<td>TCP-based (for example, www, e-mail), Chat, FTP, p2p File Sharing, Progressive Video and Others</td>
</tr>
<tr>
<td>9</td>
<td>Non-GBR</td>
<td>9</td>
<td>300</td>
<td>10^-6</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Standardized QCIs for LTE.

The QCI Resource Type Priority Packet Delay Budget (ms) Packet Error Loss Rate Example Services

protocol stack and bearer models are considered in this paper referring\textsuperscript{[13]}. Several classes of QoS services have been identified through QoS class identifiers (QCIs) shown in Table \textsuperscript{1}\textsuperscript{[14]}. The users are categorized in terms of applications they use, for example, users using the applications like VoIP, video and gaming are categorized under the real time (RT) flows, while the users using the HTTP and web browsing applications lies in non-real-time (NRT) flows, and the FTP users are considered in the best effort (BE) flows category\textsuperscript{[12]}.

For VoIP application, we use “on” and “off” Markov model\textsuperscript{[12]}. The probabilities of being in state 0 and state 1 is denoted by following $P_0$ and $P_1$, respectively;

$$
\begin{align*}
  P_0 &= \frac{\mu}{\lambda + \mu} \\
  P_1 &= \frac{\lambda}{\lambda + \mu}
\end{align*}
$$

In video traffic model, source rate of 64 kbps is assumed. The size of these packets/slices is modeled as a truncated Pareto distribution\textsuperscript{[12]}.

The initial packet arrival of the game is described by the uniform distribution $u_x$ as;

$$
  u_x = \frac{1}{b - a}, \quad a \leq x \leq b, \quad a = 0, \quad b = 40\text{ms}.
$$

Web-browsing and database information retrieval are examples of interactive services in which a web-page consists of a main object and embedded objects. The main object size and the embedded object size are generated by using truncated log-normal distribution $l_x$ in (8), with the specific minimum, maximum, mean, and standard deviation values in \textsuperscript{[12]}. The reading time and parsing time is calculated by using exponential distribution $e_x$ in (9);

$$
  l_x = \frac{1}{\sqrt{2\pi \sigma x}} e^{-\frac{(\ln x - \mu)^2}{2\sigma^2}}, \quad x > 0.
$$

$$
  e_x = \lambda e^{-\lambda x}, \quad x \geq 0.
$$

The FTP session is a sequence of file transfers separated by reading times. The file of size is generated by using (8) while the reading time is calculated by using (9), with specific minimum, maximum, mean, and standard deviation given in \textsuperscript{[12]}.

2.3 QoS-aware Uplink Packet Scheduling in 3GPP LTE-A System

The scheduling in 3GPP LTE-A system is performed for each sub-frame, i.e., for each transmission time interval (TTI). To satisfy the QoS requirements of the users in each TTI, the frequency band should be allocated efficiently between the users. For efficient allocation of resources among the RT, NRT, and BE users, we use the exponential proportional fair (EXP/PF) scheduling algorithm\textsuperscript{[15]} which is the usual way of allocating the resources to the users while considering the QoS. The novelty of
our work is related to the power control issues, that is, we controlled the power of the users by considering the users service priority. EXP/PF algorithm distinguishes among RT, NRT and BE flows by giving the priority to the RT packets with respect to NRT flows. For RT flows, the metric is calculated as:

\[ m_{i,j} = \exp\left( \beta \frac{D_{HOL,i} - x}{1 + x} \right) \frac{T_{i,j}}{R_i} \]  

(10)

where \( x = \frac{1}{N_{PL}} \sum_{i=1}^{N_{PL}} \beta D_{HOL,i} \), \( \beta = \frac{\log \delta}{\tau_i} \),

where \( T_{i,j} \) is instantaneous available data rate, \( R_i \) is available past data rate, \( D_{HOL,i} \) is the HOL packet delay, \( \tau_i \) is the packet delay threshold, \( \delta_i \) is the maximum probability that the packet delay increases the \( D_{HOL,i} \), and \( N_{rt} \) is the number of active RT flows.

EXP/PF algorithm handles NRT and BE flows, and the metric is expressed as;

\[ m_{i,j} = \frac{T_{i,j}}{R_i} \]  

(11)

III. Uplink Power Control Schemes in 3GPP LTE-A System

The conventional and the proposed QoS aware power control schemes are based on fractional power control scheme. The major difference between the two schemes is the way they allocate the power to the users. In conventional FPC scheme, the power is allocated to users without considering their service priority. On the other hand, the proposed QoS-FPC scheme takes care of the users QoS requirements while allocating the power to the users. In this section, we first discuss the conventional fractional power control (C-FPC) scheme, and then the proposed QoS-FPC scheme is explained.

3.1 Fractional Power Control Scheme

The C-FPC scheme allows the FUEs to transmit with power spectral density depending on their path loss as in (12). The fractional path loss compensation is controlled with a factor \( \alpha \) by the network\(^{[16]}\).

\[ PSD = P_0 + \alpha PL \]  

(12)

\( PSD \) is the user transmit power spectral density. \( P_0 \) is a parameter used to control the SINR target, i.e., user specific parameter related to target received SINR (see [17] for this relationship).

\[ P_0 = \alpha(SINR_0 + P_n) + (1 - \alpha)(P_{max} + 10\log_{10} M_0) \]  

(13)

where,

- \( SINR_0 \) is the target SINR.
- \( P_n \) is the noise power per PRB.
- \( P_{max} \) is the maximum power of user.
- \( M_0 \) defines the number of PRBs for which the SINR target is reached with full power.
- \( \alpha \) is pathloss compensation factor. This value controls the variance of the received SINR.
- \( PL \) is the estimated pathloss.

All the compensation factors \( \alpha \) (0.4, 0.5, 0.6, 0.7, 0.8, & 0.9) in the LTE standard have been simulated in combination with \( SINR_{target} \) between 0 and 30 dB. By simulations, \( \alpha = 0.7 \) is found to give an optimum users capacity\(^{[18]}\). Based on these simulation results\(^{[18]}\), we used \( \alpha = 0.7 \) in our simulation environment to validate the proposed QoS-FPC scheme.

The C-FPC scheme allows the FUEs to transmit with PSD depending on their path loss, that is the FUEs with good channel condition will transmit with high PSD. However, there is no protection for the UL communication of MUEs and also no consideration on the QoS requirement of users (FUE and MUE). On the other hand, the proposed QoS-FPC scheme has the capability of limiting the cross-tier interference, and also control and optimize the FUE Tx power based on the QoS priority of FUEs and MUEs to mitigate the UL interference.

3.2 Proposed QoS-FPC Scheme

In this section, we propose a QoS-FPC scheme to
control and optimize the FUE Tx power and also to mitigate the cross-tier interference based on the QoS priority of users. The procedure of the QoS-FPC scheme consists of the following steps.

**Step 1] Initialization**

In this stage, we set interference increment threshold $I_{\text{threshold}}$ which is pre-specified maximum cross-tier interference that eNB can tolerate. Mathematically, this can be expressed as:

$$I_{\text{thm}}^m \geq I_{\text{threshold}} P_{\text{noise}},$$  \quad (14)

where $I_{\text{thm}}^m$ is the interference from FUE to $k^{th}$ eNB, and $P_{\text{noise}}$ is UE noise figure.

**Step 2] Interference estimation and power allocation**

Before the power control based on the QoS priority on users (FUE and MUE) begins, the eNB estimates the interference based on (14) and sets the initial maximum Tx power $P_{\text{FUE}}^{\text{max}}$ for FUE by (15).

$$P_{\text{FUE}}^{\text{max}} = P_0 + \alpha \cdot PL$$  \quad (15)

When eNB gets the interference from the FUE greater than the threshold level given by (14), then it broadcasts the high interference indicator (HII). The HII report is generated by the eNB, while the HeNB receives this report from eNB via X2 interface between the eNB and HeNB. Hence, FUE can utilize the same HII information from HeNB. On the basis of HII report, FUE reduces its transmit power in a pre-specified $\Delta P$ by (16) to maintain the users QoS requirement.

$$P_{\text{FUE}}^{\text{max}} = P_{\text{FUE}}^i = P_{\text{FUE}}^{i-1} - \Delta P_i,$$  \quad (16)

where $\Delta P_i$ is the amount of power to be reduced at each iteration, and $P_{\text{FUE}}^i$ is the $i^{th}$ FUE Tx power out of total FUEs.

**Step 3] QoS priority comparison among UEs**

If the eNB is still reporting the HII when the FUE Tx power is lower than its required power, then the power control of FUE will be based on the QoS priority of UEs at this step.

The UEs priority is defined by eNB by using ‘bearer models’ and the priority Table 1 as given in section 2.2. Based on the users QoS priority, the FUE power is further controlled. At this stage, UEs priorities are compared, i.e., whether MUE or FUE has higher priority. If MUE has higher priority, then the FUE Tx power is reduced by (17).

$$P_{\text{FUE}}^i = P_{\text{FUE}}^{i-1} - \Delta P_2$$  \quad (17)

The reason behind choosing the $\Delta P_1 \geq \Delta P_2$ is that when we have to sacrifice FUE in the extreme case i.e., there is no chance to save the user with low priority. Even in the extreme case, we still try the best to maintain the FUE link. So, the FUE Tx power is reduced till the SINR constraint in (18) is satisfied.

$$\text{SINR}_{\text{MUE}} \geq \text{SINR}_{\text{MUE Required}},$$  \quad (18)

where $\text{SINR}_{\text{MUE}}$ is MUE received SINR and $\text{SINR}_{\text{MUE Required}}$ is the required SINR of MUE.

If interfered MUE is getting better CQI report because of moving away from the femtocell area, then the FUE Tx power is increased based on (19);

$$P_{\text{FUE}}^i = P_{\text{FUE}}^{i-1} + \Delta P_2$$  \quad (19)

After increasing the FUE Tx power, it ensures whether there is a HII report from the eNB. If there is a HII report from that interfered MUE then FUE Tx power is reduced by (17). If there is no HII report then FUE Tx power is increased by (19) when the CQI of the interfered MUE is better; otherwise, FUE Tx power remains same and make a decision based on the next CQI report of MUE.

The FUE Tx power adjustment will stop if the condition (20) is satisfied.

$$\text{SINR}_{\text{FUE}} \geq \text{SINR}_{\text{FUE Required}},$$  \quad (20)
where $SINR_{FUE}$ is FUE received SINR and $SINR_{FUE, Required}$ is the required SINR of FUE.

The complete procedure of the proposed QoS-FPC scheme is explained in the flow chart given in the Fig. 3.

![Flow Chart](image)

**Fig. 3.** Proposed UL power control scheme based on QoS priority.

### IV. Performance Evaluation

#### 4.1 Simulation Environment

In this section, we evaluate the performance of the proposed QoS-FPC scheme by system-level simulations. The simulation parameters are given in
Table 2. To verify the proposed scheme, the system-level simulations are performed under the two-tier HetNet environment as shown in Fig. 1.

The performance is evaluated under the SISO antenna configurations. In addition, instead of full queue case simulations, the realistic traffic models are considered to assess the performance under typical traffic and load conditions. We simulate two cases of traffic flows, i.e., mixed flows and individual flows. In mixed flows, users’ applications are RT, NRT, and BE traffics, while in individual flows, it is either the RT traffic or simultaneous (NRT plus BE) traffic. The percentages of users distribution for different traffic flows are described in Table 3[12]. The MUEs are dropped uniformly and randomly throughout the macro coverage area of indoors and outdoors. It’s possible that some MUE will be dropped into the HeNB area, and it is assumed that there is at least one FUE attached per HeNB. Total number of 5 HeNBs are placed randomly in the 5x5 Grid. Close access mode of

<table>
<thead>
<tr>
<th>Application</th>
<th>Traffic Category</th>
<th>Percentage of Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>FTP</td>
<td>Best Effort</td>
<td>10 %</td>
</tr>
<tr>
<td>Web Browsing/HTTP</td>
<td>Non-real Time</td>
<td>20 %</td>
</tr>
<tr>
<td>Video</td>
<td>Real Time</td>
<td>20 %</td>
</tr>
<tr>
<td>VoIP</td>
<td>Real Time</td>
<td>30 %</td>
</tr>
<tr>
<td>Gaming</td>
<td>Real Time</td>
<td>20 %</td>
</tr>
</tbody>
</table>

Individual Flows (Real Time)

<table>
<thead>
<tr>
<th>Application</th>
<th>Traffic Category</th>
<th>Percentage of Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video</td>
<td>Real Time</td>
<td>30 %</td>
</tr>
<tr>
<td>VoIP</td>
<td>Real Time</td>
<td>50 %</td>
</tr>
<tr>
<td>Gaming</td>
<td>Real Time</td>
<td>20 %</td>
</tr>
</tbody>
</table>

Individual Flows (Non-real Time & Best Effort)

<table>
<thead>
<tr>
<th>Application</th>
<th>Traffic Category</th>
<th>Percentage of Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>FTP</td>
<td>Best Effort</td>
<td>50 %</td>
</tr>
<tr>
<td>Web Browsing/HTTP</td>
<td>Non-real Time</td>
<td>50 %</td>
</tr>
</tbody>
</table>

HeNBs are considered, i.e., a set of registered UEs belonging to closed subscriber group are only allowed to access a HeNB.

4.2 Simulation Results & Discussion

In this subsection, we compare the performance of C-FPC scheme and the proposed QoS-FPC scheme under the HetNet environment. The performance is evaluated by using the key performance indicators like per-UE SINR, users average throughput, users outage probability and packet loss rate.

4.2.1 Uplink Performance Evaluation by the Proposed QoS-FPC Scheme under Mixed Flows

Per-UE SINR] We compare the cumulative distribution function (CDF) of per-UE SINR for the proposed QoS-FPC scheme and the C-FPC scheme. We evaluate per-UE SINR at two important points, that is, 5 % and 50 % of CDF which represents the cell-edge and average per-UE SINR respectively.

From Fig. 4, it is clearly evident that SINR improves in the QoS-FPC scheme around 1.3 dB at a CDF of 5 % as compared to the C-FPC scheme. At 50 % of CDF, the comparison clearly describes the SINR remarkably improves from 3.6 dB to 5.8 dB (i.e., 61 %) by the QoS-FPC scheme.
Fig. 4. Per-UE SINR under mixed flows using the C-FPC & the proposed QoS-FPC.

The reason behind the improvement is that the QoS-FPC scheme considers the QoS requirements and priority among the users during the power allocation. As a consequence, the average per-UE SINR increases due to the less number of link failures.

**Users Average Throughput** For aforementioned mixed traffic case, we compare the UE average throughput performance using Fig. 5, at 5% and 50% of CDF. At 5% of CDF, i.e., for cell-edge users, the throughput is improved from 1.8 Mbps to 2.9 Mbps (i.e., 61%) by the QoS-FPC scheme as compared to the C-FPC scheme. At 50% of CDF, the comparison clearly describes the throughput improvement from 6.2 Mbps to 10.3 Mbps (i.e., 66%) by the QoS-FPC scheme. This improvement is achieved due to two main reasons, i.e., the proposed scheme always tries to fulfill the minimum data rate requirements, and takes care of the high priority users, without simply decreasing the aggressor power to reduce the interference. Therefore, the per-user average throughput increases, which helps to elevate the overall system throughput. The Fig. 6 (a) and (b) show the throughput color maps while the Fig. 6 (c) explains the throughput color maps in terms of the bar chart, for the conventional and the proposed schemes. The gain of the QoS-FPC scheme on overall system can be clearly seen from the throughput color maps and the bar chart shown in Fig. 6. The darker red color in Fig. 6 (b) as compared to Fig. 6 (a) means the higher throughput.

Fig. 5. UE throughput under mixed flows using the C-FPC & the proposed QoS-FPC.

Fig. 6. UE throughput under mixed traffic (a) C-FPC color map (b) QoS-FPC color map & (c) UE throughput bar chart.
of the users by using the proposed QoS-FPC scheme, and similarly the bar chart given in Fig. 6 (c) clearly indicates the superiority of the proposed scheme than the conventional scheme.

**FUE & MUE Average Throughput**] In order to further verify the superiority of the QoS-FPC scheme, we separately check the performance of FUE’s and MUE’s average throughput under mixed traffic case. In Fig. 7, we compare the throughput curves at 50 % of CDF, and find that the average throughput of MUEs and FUEs just reach to its maximum number of 4.9 Mbps and 5.7 Mbps, respectively by using the C-FPC scheme. However, for the proposed QoS-FPC scheme, the throughput further increases to its maximum number of 6.6 Mbps for MUEs, and 9.5 Mbps in the case of FUEs, by considering the QoS priority of the users. From Fig. 7, we can clearly observe that the proposed QoS-FPC scheme effectively improve the MUE’s and FUE’s throughput performance as compared to the C-FPC scheme, but more for FUE.

**Users Received Interference**] In order to show the interference reduction by employing the QoS-FPC scheme, users received interference is compared at very low level interference region, i.e., in the range of -80 dBm to -70 dBm. The results in Fig. 8, clearly demonstrate that, by the QoS-FPC scheme, around 35 % of total users lie in the mentioned low range of interference, while for the C-FPC scheme only 10 % of total users are in the specified low interference range. Hence, more number of users are receiving less interference in the QoS-FPC scheme as compared to the C-FPC scheme. This ensures that by using the QoS-FPC scheme, the received level of interference at MUE decreases tremendously.

**Users Outage Probability**] In this paper, the users are considered in outage whenever the per-UE SINR falls below a prescribed SINR threshold value. We can clearly see from the Fig. 9 that the outage probability of the proposed QoS-FPC scheme decreases as compared to C-FPC scheme by considering the users service priorities. Two schemes are specifically compared at the per-UE SINR value of 5 dB, where the QoS-FPC scheme shows around 41 % reduction in outage probability of the users as compared to C-FPC scheme.

### 4.2.2. Uplink Performance Evaluation by the Proposed QoS-FPC Scheme under Individual Flows

To further validate the proposed QoS-FPC scheme, all the users are deployed according to the
individual flows distribution given in Table 3. The purpose of individual flows distribution is to verify in which matter the QoS-FPC scheme shows the different behavior from the mixed flows, in terms of system throughput performance gain and interference reduction by distributing users with the different percentage of applications.

In this experiment, first of all we distribute only RT users during the whole simulation run, and compare its gain with the C-FPC scheme. Similarly, we distribute (NRT plus BE) users according to the percentage mentioned in Table 3, and check the throughput performance gain under the QoS-FPC scheme. The results show almost similar behaviour as the mixed traffic flows, i.e., in the QoS-FPC scheme, users have high throughput gain, and the most of the users lie in the low level interference region in comparison with the C-FPC scheme. However, the difference is found in the high throughput region where individual flows show different behavior from the mixed flows. In high throughput region of individual flows, it can be clearly seen that (NRT plus BE) users have high throughput values than RT users in both C-FPC and QoS-FPC schemes. The reason behind higher throughput in the case of (NRT and BE) is that RT users are not always in the active state to send the data.

We compare the throughput curves in Fig. 10, at 50% of CDF, and find that the average throughput of RT users by using the C-FPC scheme just reach to its maximum number of 3.5 Mbps, and 4.2 Mbps for (NRT plus BE) flows. However, for the proposed QoS-FPC scheme, the throughput further reaches to its maximum number of 6.2 Mbps for RT flows, and 8.7 Mbps in the case of (NRT plus BE) users, due to the consideration on the QoS priority of users. This may attribute to the fact that the QoS-FPC scheme does not blindly increase the throughput by reducing the power of one specific user, i.e., either MUE or FUE, but intelligently reduces the power by fulfilling the QoS requirements of all the users. Hence, this results in the optimization of overall system and per-user throughput performance.

The interference reduction by the QoS-FPC scheme under the individual flows can be seen in Fig. 11. The figure clearly describes that by using the QoS-FPS scheme more number of users lie in the low interference region.

Furthermore, in order to verify the superiority of our proposed scheme, we also check the packet loss rate (PLR) of RT users. In particular, network performance of NRT and BE flows are evaluated by throughput, while for the RT flows, i.e., VoIP and Video, usually the PLR is used as a metric. The PLR for VoIP and video flows is plotted using bar chart for the proposed QoS-FPC and the C-FPC schemes as shown in Fig. 12. The PLR for VoIP and video flows shows that the proposed QoS-FPC scheme is able to provide the better QoS. From Fig. 12, it’s clear that PLR for VoIP and video is reduced noticeably around 64% and 33% by the proposed QoS-FPC scheme respectively from the
C-FPC scheme.

The PLR for each QCI is given in the Table 1, which varies with the service. In contrast to the non-congested scenario in Table 1[14], we considered the congested scenario to derive the PLR performance of the proposed QoS-FPC scheme in this paper, which results in more packet delays and then increased PLR.

V. Conclusions

In this paper, the QoS-FPC scheme is proposed which has the capability to limit the cross-tier interference below a given threshold at eNB by the optimization of femtocell users’ power allocation at each adjustment phase. Furthermore, the proposed scheme considers the QoS priority among users during the power allocation phase. As a result, it always fulfill the demands of high priority users by maintaining the threshold requirement of the low priority users. The proposed scheme has been validated by system-level simulations, and the simulation results show remarkable reduction in cross-tier interference. Moreover, the users’ average throughput increases around 66% as compared to the C-FPC scheme. Therefore the proposed QoS-FPC scheme is suitable for the reduction of cross-tier interference in the 3GPP LTE-A HetNet, by protecting the eNB UL communication and optimization of system throughput performance.
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