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Abstract — Polynomial networks have been known to have excellent properties as classifiers and universal approximators to the optimal Bayes classifier. In this paper, the use of polynomial neural networks is proposed for efficient implementation of the polynomial-based classifiers. The polynomial neural network is a trainable device consisting of some rules and three processes. The three processes are assumption, effect, and fuzzy inference. The assumption process is driven by fuzzy c-means and the effect processes deals with a polynomial function. A learning algorithm for the polynomial neural network is developed and its performance is compared with that of previous studies.
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1. Introduction

In the past few years, various approaches have been investigated for pattern classification. There are statistical classifiers and neural classifiers [1]. Statistical classifiers include the linear discriminate function (LDF), the quadratic discriminate function (QDF), the nearest neighbor (1-NN), and k-NN rules, etc. Neural classifiers can be divided into relative density models and discriminative models depending on whether they aim to replicate the manifolds of each class or to discriminate the patterns of different classes [2]. Discriminative neural classifiers include the multi-layer perceptron (MLP), the radial basis function (RBF) network, and the polynomial classifier (PC) [3, 4], etc. The classification performances of statistical and neural classifiers have been evaluated in many comparison experiments. The results show that when trained with a large sample set, neural classifiers yield higher accuracies than statistical classifiers, whereas statistical classifiers are robust against small sample size [1].

The MLP have been widely used to solve pattern classification problems. It is shown that the MLP can be trained to approximate complex discriminant functions [5, 6]. One of the most widely applied neural classifiers is the RBF network, which is applied to both function approximation [7] and pattern classification [8, 9]. RBF networks have some advantages; global optimal approximation characteristic, favorable classification capability, and rapid convergence of learning procedure, etc. [10, 11].

Polynomial networks have been known in the literature for many years [1, 6, 12]. The polynomials have powerful approximation properties and excellent properties as classifiers. Because of the Weierstrass theorem, polynomial classifiers are universal approximators to the optimal Bayes classifier [13]. The Weierstrass theorem [14] states that any continuous function can be approximated to an arbitrary accuracy by polynomials. The polynomial classifier is also known as higher-order neural network [15] or functional link net [16]. With binomial expansion on linear subspace features, the polynomial classifier has shown superior performance to multilayer neural networks [1, 4].

Neural classifiers can deal with many multivariable nonlinear problems for which an accurate analytical solution is difficult to obtain [17]. It is found however that the use of neural classifiers depends on several parameters that are crucial to the accurate predictions of the properties sought. The appropriate neural architecture, the number of hidden layers, and the number of neurons in each hidden layer are issues that can greatly affect the accuracy of the prediction. Unfortunately, there is no direct method to specify these factors as they need to be determined on an experimental and trial basis [17]. In addition to that, it is difficult to understand and interpret a given problem for obtained neural classifiers that become increasingly complex if more variables and hidden layers are introduced [8, 18].

To improve the mentioned problems, we propose a polynomial neural network (PNN) classifier based on fuzzy c-means clustering and polynomials in this paper. The
proposed PNN classifier is a trainable device consisting of some rules and three processes. The three processes are assumption, effect, and fuzzy inference. The assumption process is driven by fuzzy c-means clustering and the effect process deals with a polynomial function. These processes contribute directly to if-then rules that provide an intuitive interpretation using the linguistic analysis for a given problem. From the viewpoints of neural classifiers, fuzzy c-means clustering is used as an activity node in the same way that a sigmoid or radial based function in the hidden layer of networks and polynomials are as the connection weights between hidden and output layers. Use of fuzzy c-means clustering helps decision problem of activity nodes in hidden layers of MLP or RBF networks and polynomials provide the improved classification performance and understanding for certain problems that are difficult to solve. A learning algorithm for the PNN classifier is developed. The proposed PNN classifier is applied to a two-class problem and evaluated.

2. Polynomial Neural Network

2.1 Architecture of polynomial neural network

Lots of neural network models and learning algorithms have been proposed and studied for many decades. Multi-layer perceptron (MLP) and radial basis function (RBF) are two representative networks used in neural networks. However, the basic architecture of general neural networks always consists of three layers: input layer, hidden layer, and output layer, and it is fully connected with weights as shown in Fig. 1.

![Fig. 1. Basic architecture of general neural networks](image)

MLP trained by back-propagation learning can have one or more hidden layers for the basic architecture. There are no recurrent connections in the network. Every node except for those in the input layer has its own activation function. The activation functions are used to introduce nonlinearity into the network. Sigmoidal and logistic functions are commonly used as activation functions. The RBF network has one hidden layer and only the weights between the output layer and the hidden layer are trained. The hidden nodes compute their activation using radial basis functions. Gaussian function is one of the most popular radial basis functions [18].

The proposed polynomial neural network (PNN) has the same structure as the RBF networks. However, unlike RBF networks, the nodes in the hidden layer are activated by fuzzy c-means clustering. Namely, the network structure is automatically formulated by assigning each cluster to a node in the hidden layer. In addition to that, weights between the output layer and the hidden layer are represented by a polynomial with input variables as shown in Fig. 2.

![Fig. 2. PNN architecture as a general neural network](image)

![Fig. 3. PNN architecture sketched by two processes](image)

From the viewpoint of linguistic analysis, PNN can be expressed by two processes; the assumption process driven by fuzzy c-means clustering, and the effect processes fired by the polynomial, which has some rules written as Eq. (1). Therefore, the number of rules is the number of clusters and the output of PNN is gotten by fuzzy inference. Eq. (1) is sketched as a neural network shown in Fig. 3, which is the equivalent to Fig. 2.

If \( x \) is \( A_i \) then \( f_j(x) \)  

\[
\text{where, } x \text{ is input vector } [x_1,...,x_n], A_i \text{ is membership function of } i \text{ cluster, } f_j \text{ is a polynomial function, } n \text{ is the number of input variables and } i \text{ is rule number (cluster no.). In Fig. 3, the nodes are connected by 1, namely all connection weights are 1. } c \text{ is the number of clusters (rules).} 
\]
2.2 Three processes of PNN

Assumption process: The assumption process of PNN is handled with fuzzy c-means clustering. In this section, we briefly review the objective function-based fuzzy clustering with intent of highlighting its key features. The fuzzy c-means comes as a standard mechanism aimed at the formation of 'c' fuzzy sets (relations) in \( \mathbb{R}^n \). The objective function \( Q \) guiding the clustering process is expressed as a sum of the distances of individual data from the prototypes \( \mathbf{v}_1, \mathbf{v}_2, \ldots, \) and \( \mathbf{v}_c \).

\[
Q = \sum_{i=1}^{c} \sum_{k=1}^{n} u_{ik}^m \| x_i - v_k \|^2 \quad (2)
\]

Here, \( \| \cdot \| \) denotes a certain distance function; \( 'm' \) stands for a fuzzification factor (coefficient), \( m > 1.0 \). The resulting partition matrix is denoted by \( U = [u_{ik}] \), \( i = 1, 2, \ldots, c; k = 1, 2, \ldots, N \) (Number of patterns). While there is a substantial diversity as far as distance functions are concerned, here we adhere to a weighted Euclidean distance taking on the following form

\[
\| x_i - v_k \|^2 = \sum_{j=1}^{n} \frac{(x_{ij} - v_{kj})^2}{\sigma_j^2} \quad (3)
\]

with \( \sigma_j \) being a standard deviation of the \( j \)-th variable. While not being computationally demanding, this type of distance is still quite flexible. The minimization of \( Q \) is realized in successive iterations by adjusting both the prototypes and entries of the partition matrix, \( \min Q (U, \mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_c) \). The properties of the optimization algorithm are well documented in the literature, cf. [19, 20]. In the context of our investigations, we note that the resulting partition matrix is a clear realization of 'c' fuzzy relations with the membership functions \( U_1, U_2, \ldots, U_c \) forming the corresponding rows of the partition matrix \( U \), that is \( U = [U_1^T \ U_2^T \ \cdots \ U_c^T] \).

Effect process: Polynomial functions are dealt with in the effect process. These functions are activated with partition matrix and lead to local regression models for the assumption process in each linguistic rule. We consider a polynomial function as presented below

\[
f_i(x) = a_i \quad (4)
\]

Linear; \( f(x) = a_0 + \sum_{j=1}^{n} a_j x_j \) \( \quad (5) \)

Quadratic; \( f(x) = a_0 + \sum_{j=1}^{n} a_j x_j + \sum_{j=1}^{n} \sum_{k=j}^{n} a_{jk} x_j x_k \) \( \quad (6) \)

where, \( n \) is the number of input variables and \( i = 1, \ldots, c \) (the number of clusters).

As taking into consideration the three types of polynomial functions as a local model, the proposed PNN classifier with multi-input variables is available effectively. Accordingly, it is possible to consider the nonlinearity characteristics of process and to obtain better output performance. The use of constant Eq. (4) as a polynomial function in the PNN leads to a general neural network, namely, RBF network.

Fuzzy Inference: Let us consider the PNN structure by considering the fuzzy partition realized in terms of fuzzy c-means clustering as given in Fig. 3. The node denoted by \( \Pi \) is realized as a product of the corresponding fuzzy set and polynomial function. Making use of the language of the rule-based systems, the structure translates into Eq. (1). The format of the if-then rules is similar to fuzzy neural networks [21]. The output of each node generates a final output \( y \) using fuzzy inference method as the following form

\[
y = g(x) = \sum_{i=1}^{c} u_i f_i(x) \quad (7)
\]

where, \( g(x) \) is a representation of PNN as a function, and \( u_i \) is a membership value (partition matrix) for \( A_i \) as a fuzzy set for input variables.

3. Polynomial Neural Network Classifier

3.1 Classification for the two-class problem

There are many different ways to represent pattern classifiers. One of the most useful is in terms of a set of discriminant functions \( g_i(x), i = 1, \ldots, m \) (number of classes). The classifier is said to assign an input vector \( x \) to class \( a_i \) if

\[
g(x) > g_i(x) \quad \text{for all } j \neq i. \quad (8)
\]

Thus, the classifier is viewed as a network or machine that computes \( m \) discriminate functions and selects the category corresponding to the largest discriminant [22]. The two-class case is just a special instance of the multi-class case; it has traditionally received separate treatment. The classifier that places a pattern in one of only two categories has the special name of dichotomizer [22]. Instead of using two discriminant functions \( g_1 \) and \( g_2 \) and assigning \( x \) to \( a_1 \) if \( g_1 > g_2 \), it is more common to define a single discriminate function \( g(x) \) and to use the following decision rule

\[
\text{Decide } a_1 \text{ if } g(x) > 0; \text{ otherwise decide } a_2. \quad (9)
\]

Thus, a dichotomizer can be viewed as a machine that computes a single discriminant function \( g(x) \), and classifies \( x \) according to the algebraic sign of the result. In this paper, the proposed PNN classifier is used as a dichotomizer for the two-class type. The final output of PNN, Eq. (7), is used as a discriminant function \( g(x) \) that is a linear combination written as

\[
g(x) = \mathbf{a}^T \mathbf{f} \mathbf{x} \quad (10)
\]
where, \(a\) is the coefficients of polynomial functions in Eqs. (4)-(6) and \(\mathbf{f}_x\) is a composition matrix of \(\mathbf{U}\) and \(\mathbf{x}\). These can be defined as follows for each polynomial function.

i) Constant;
   \[
   \mathbf{a}^T = [a_{00}, a_{01}, \ldots, a_{0N}]^T
   \]
   \[
   \mathbf{f}_x = [u_1, x_1, u_2, x_1 x_2, \ldots, u_N x_1, \ldots, u_N x_N]^T
   \]

ii) Linear;
   \[
   \mathbf{a}^T = [a_{10}, a_{11}, a_{12}, \ldots, a_{1N}, a_{00}, a_{01}, \ldots, a_{0N}]^T
   \]
   \[
   \mathbf{f}_x = [u_1, x_1, u_2, x_1 x_2, \ldots, u_N x_1, \ldots, u_N x_N, x_1, \ldots, x_N]^T
   \]

iii) Quadratic;
   \[
   \mathbf{a}^T = [a_{20}, a_{20} a_{11}, a_{20} a_{12}, \ldots, a_{20} a_{1N}, a_{20} a_{00}, \ldots, a_{20} a_{0N}, \ldots, a_{0N} a_{0N}]^T
   \]
   \[
   \mathbf{f}_x = [u_1, x_1, u_2, x_1 x_2, \ldots, u_N x_1, \ldots, u_N x_N, u_1^2, \ldots, x_N^2]^T
   \]

For a discriminant function of the form of Eq. (10), a two-class classifier implements the decision rule Eq. (9). Namely, \(x\) is assigned to \(\omega_1\) if the inner product \(a^T f_x\) exceeds zero and to \(\omega_2\) otherwise. The equation \(g(x) = 0\) defines the decision surface that separates points assigned to \(\omega_1\) from points assigned to \(\omega_2\).

### 3.2 Learning using linear discriminant analysis

In order to identify the effect process of the PNN classifier, we take care of the learning algorithm using linear discriminate analysis. Linear discriminate analysis achieves a significant improvement in class separation, since it separates the class means while attempting to sphere the data classes [23].

Let us consider a set of \(N\) samples \(\mathbf{f}_x_1, \ldots, \mathbf{f}_x_N\) is given and these are labeled as \(\omega_1\) or \(\omega_2\). We want to use these samples to determine the coefficients \(a\) in a discriminant function Eq. (10). A sample \(\mathbf{x}_i\) is classified correctly if \(a^T \mathbf{f}_x > 0\) and \(\mathbf{f}_x\) is labeled \(\omega_1\) or if \(a^T \mathbf{f}_x < 0\) and \(\mathbf{f}_x\) is labeled \(\omega_2\). This suggests a normalization that simplifies the treatment of the two-class case, namely, the replacement of all samples labeled \(\omega_2\) by their negatives. With this normalization we can forget the labels and look for a coefficient vector, \(a\), such that \(a^T \mathbf{f}_x > 0\) for all of the samples. Such a coefficient vector is called a separating vector or more generally a solution vector [22]. Seeking a vector making all of the inner products \(a^T \mathbf{f}_x\), positive, \(a^T \mathbf{f}_x = b_i\), can be considered. \(b_i\) is some arbitrarily specified positive constant. Then the problem is to find coefficient vector \(a\) satisfying

\[
\mathbf{X}a = \mathbf{b}
\]  \hspace{1cm} (11)

where, \(\mathbf{X} = [\mathbf{f}_x_1, \mathbf{f}_x_2, \ldots, \mathbf{f}_x_N]^T\) and \(\mathbf{b} = [b_1, \ldots, b_N]^T\).

The coefficient vector \(a\) in the effect process of the PNN classifier can be determined by the standard least square method. Namely, the coefficient can be estimated by solving the optimization problem

\[
\min_a V(a, N) \hspace{1cm} (12)
\]

\[
V(a, N) = ||\mathbf{X}a - \mathbf{b}||^2 = \sum_{i=1}^{N} (a^T \mathbf{f}_x_i - b_i)^2 \hspace{1cm} (13)
\]

where \(N\) is the number of patterns.

Owing to the criterion function in (13), the minimal value produced by the least square method is governed by the following expression:

\[
a = (\mathbf{X}^T \mathbf{X})^{-1} \mathbf{X}^T \mathbf{b} \hspace{1cm} (14)
\]

### 4. Experiments Studies

#### 4.1 Synthetic datasets

We start with a series of two-dimensional synthetic examples. Our primary objective is to illustrate the classification of the proposed PNN classifier. Four types of synthetic datasets are shown in Fig. 4.

![Fig. 4. Four types of synthetic datasets](image1)

#### 4.2 Membership functions and datasets

![Fig. 5. Two membership functions and datasets](image2)
Fig. 5 presents two membership functions for each dataset. The values of membership functions are gotten by fuzzy c-means clustering, namely, two membership functions are the partition matrix for two clusters. The assumption process of the PNN classifier takes these functions for each dataset.

Table 1 shows the classification rate of the proposed PNN classifier compared with the RBF classifier for each dataset. The PNN classifier has better performance on a few rules than the RBF classifier.

The results of the best classification of the proposed PNN classifier are shown in Fig. 6. There are two classes, boundary of classification and membership values. Membership values are contoured. Those of the RBF classifier are compared in Fig. 7. The PNN classifier is better than RBF for forming a boundary of classification.

### Table 1. Classification rate of PNN classifier

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of Rules</th>
<th>RBF</th>
<th>Linear</th>
<th>Quadratic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1</td>
<td>2</td>
<td>95.5%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>99.5%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>97%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Type 2</td>
<td>2</td>
<td>97.5%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>86.5%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>99.5%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>98%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Type 3</td>
<td>2</td>
<td>52%</td>
<td>93.5%</td>
<td>96.5%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>67%</td>
<td>94%</td>
<td>98.5%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>63%</td>
<td>97.5%</td>
<td>98.5%</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>82%</td>
<td>99%</td>
<td>99.5%</td>
</tr>
<tr>
<td>Type 4</td>
<td>2</td>
<td>86.5%</td>
<td>99%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>84%</td>
<td>98.5%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>87.5%</td>
<td>98.5%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>87%</td>
<td>98%</td>
<td>100%</td>
</tr>
</tbody>
</table>

4.2 Two-Spiral dataset

A two-spiral dataset has been chosen as it consists in delineating complex classification boundaries. In addition to the interest related to the problem complexity, this case study enables data visualization due to the low data dimensionality. It is a very well-known set taken as reference in many papers to show the ability of proposed classifiers [8]. It is a non-overlapping 2-dimensional set based on two classes, each of them composed of 97 patterns as shown in Fig. 9.

Fig. 8 shows the classification rate of the proposed PNN and RBF classifiers according to number of rules. In the accuracy of classification, the PNN classifier has 89.7%
on 26 rules and 100% on 24 rules for the linear function and quadratic function, respectively. The RBF classifier has 66% on 29 rules. The output of the PNN classifier as discriminant function g(x) and boundary of classification are shown in Fig. 9. Fig. 10 provides the outcome of classification of the RBF classifier with 29 rules. The proposed PNN classifier works very well for this application.

![Fig. 8. Classification rate of PNN classifier for two-spiral dataset](image)

**Fig. 8. Classification rate of PNN classifier for two-spiral dataset**

![Fig. 9. g(x) and boundary of classification for PNN classifier](image)

**Fig. 9. g(x) and boundary of classification for PNN classifier**

![Fig. 10. Result of classification for RBF classifier with 29 rules](image)

**Fig. 10. Result of classification for RBF classifier with 29 rules**

### 5. Conclusions

In this paper, a polynomial neural network (PNN) classifier based on fuzzy c-means clustering and polynomials has been proposed as a neural classifier such as multi-layer perceptron (MLP) and the radial basis function (RBF) network. The proposed PNN classifier is a trainable device consisting of some rules and two processes. The two processes are namely the assumption and effect processes. The assumption process is driven by fuzzy c-means clustering and the effect process deals with a polynomial function. These processes contribute directly to if-then rules that provide intuitional interpretation using the linguistic analysis for a given problem. The coefficients of a polynomial in the effect process of the PNN classifier are learned on the least squares method. The proposed PNN is applied and evaluated to four synthetic datasets and a spiral dataset. As shown in the results on the experimental studies, the proposed PNN performs better classification than RBF. The boundary of classification is formed very well by the PNN classifier for these applications. The successful results indicate that the proposed PNN classifier can be used as a reliable technique for developing neural classifiers for two-class problems.
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