Training HMM Structure and Parameters with Genetic Algorithm and Harmony Search Algorithm
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Abstract – In this paper, we utilize training strategy of hidden Markov model (HMM) to use in versatile issues such as classification of time-series sequential data such as electric transient disturbance problem in power system. For this, an automatic means of optimizing HMMs would be highly desirable, but it raises important issues: model interpretation and complexity control. With this in mind, we explore the possibility of using genetic algorithm (GA) and harmony search (HS) algorithm for optimizing the HMM. GA is flexible to allow incorporating other methods, such as Baum-Welch, within their cycle. Furthermore, operators that alter the structure of HMMs can be designed to simple structures. HS algorithm with parameter-setting free technique is proper for optimizing the parameters of HMM. HS algorithm is flexible so as to allow the elimination of requiring tedious parameter assigning efforts. In this paper, a sequential data analysis simulation is illustrated, and the optimized-HMMs are evaluated. The optimized HMM was capable of classifying a sequential data set for testing compared with the normal HMM.
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1. Introduction

During the past decades, studies on electrical power quality have become an important issue in the electric power system (EPS) industry. The main cause of the power quality issues is that a number of microelectronic devices are very sensitive to subtle changes such as a disturbance-induced variation of the voltage amplitude, frequency and so on [1, 2]. The increase of these devices induces the need for measuring and assessing the effect of power transient factors such as disturbances, stability, and so on. Especially, the electric power transient disturbances associated with degradation of power quality are non-stationary and transient factors that are expressed by nature and points of sharp variation such as singularities in transient signals usually carry the most important information about the disturbance. The transient disturbances on power system include voltage sag, voltage swell, capacitor switching transients, notching, noise, interruptions and harmonics [15]. There is a need for classification of the type of disturbances in order to maintenance of the quality of power system. The electric transient disturbance types are classified by the application of machine learning and pattern recognition algorithms such as neural network, fuzzy inference system and support vector machine [3, 16]. Recent literature reports several studies that electric transient disturbance classification techniques are based on the combination of wavelet transform and machine learning algorithms [1, 2, 5, 15]. For example, the neural network based method is limited by the performance of the neural network itself. Thus, the correct classification rate may not be especially high. The fuzzy adaptive resonance theory and least square support vector machine methods are used to solve the electric transient stability problem as shown in [5] and [6]. Although they presented a good evolution, the experimental results are not practical.

Among a number of these machine learning algorithms, hidden Markov Models (HMM) are receiving scientific attention as one of the most successful techniques for classifying the wavelet-based electric transient disturbances [16]. Although the HMMs were originally applied to speech recognition, they have been proved highly successful for modeling the other types of data sequences such as electrical harmonics and types of transient disturbance [2, 16]. However, the success of HMMs owes much to their ability to encode target data sequence as sequential data. This means that the performance of HMMs rely on the result of structure learning. Also, HMMs allow many unknown and missing quantities to be trained through the proper parameter learning process. Therefore, an automatic means of optimizing the structure and parameter learning process of HMMs would be highly desirable, but it raises important issues: model interpretation and complexity control. Won suggested a training method for HMM structure with genetic algorithm. Chau shows that using GA for HMM parameter learning has a better performance than un-optimized HMM case [14, 17]. Also, other heuristic algorithm, such as particle swarm optimization, is proposed.
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to optimize the training process of HMM by Yang [18]. Inspired by the previous approaches, we present an optimization strategy for the HMM structure and parameter training using GA and harmony search (HS) algorithm. The optimized HMM can be used for not only electric transient disturbance problem, but also versatile problems.

In this paper, we investigate the use of GA and HS algorithm as the optimization strategy for the structure and parameter learning of HMM. We begin by giving a brief overview of related works of GA, HS algorithm, HMM and introducing our notation. We then present the proposed method for solving the optimization problem associated with the HMM structure and parameter learning. And, we present some experimental results produced by the proposed method.

2. Overview of Related Works

2.1 Hidden Markov Model

HMMs are mainly used for modeling time varying data sequences. It has been widely used in speech recognition. Also, HMMs are a simple, dynamic Bayesian network forms [9, 10]. If we denote a sequence of observations $v_t$ and a sequence of hidden states $s_t$ $(t = 1, 2, \ldots, T)$, then HMMs have to solve the joint probability distribution of states and observations that can be factorized as follows:

$$P(s_1, s_2, y_1, \ldots, y_T) = P(s_1)P(y_1 | s_1)\prod_{t=2}^{T} P(s_t | s_{t-1})P(y_t | s_t)$$  

(1)

For the real-valued case of observation vectors, $P(y_t | s_t)$ can be modeled in many different forms such as a Gaussian distribution. The training process for HMM structure and parameter learning is composed of the inference (expectation) step and learning (maximization) step. That famous forward-backward algorithm and Baum-Welch algorithm allow us to train the structure and parameter of HMMs. Details of the HMM are described in [10].

2.2 Genetic algorithm

The GA represents an advanced numerical search and heuristic optimization method inspired by the biological theory of evolution. In general, GA is initialized with little knowledge about the given matter to be solved and a searching process is performed in parallel for a complex and vast search space.

In general, GA consists of populations, chromosome, fitness function and genetic operations. The population represents a set of proper solutions. And each individual in the population represents a potential solution to a specified object problem. The search space for the problem solution is defined in this population representation. Each of the variables that compose an individual is known as chromosome. The chromosomes are commonly coded into a string to form the individual. Each individual in the population is evaluated by a fitness function in order to determine how fit is the solution. The GA maintains a population of $n$ possible solutions, i.e., individuals, with associated fitness values evaluated according to the fitness function. Details of the GA are described in [8].

2.3 Harmony Search Algorithm with Parameter-Setting Free Technique

The harmony search (HS) algorithm is an emerging meta-heuristic optimization method that has been successfully applied to diverse scientific and engineering problems. Other meta-heuristic algorithms, such as GA, simulated annealing and particle swarm optimization, have a major disadvantage in that they require a considerable technique for setting of the initial model parameters. In order to solve this problem, Geem proposed the HS algorithm with respect to the parameter-setting-free technique [13]. The basic HS algorithm tries to find an optimal solution vectors that satisfies an objective function related with given problems. The algorithm starts with randomly generated vectors that are stored at the harmony memory (HM) as follows:

$$HM = \left[ \begin{array}{c|c|c} \hat{y}_1 & \mu(\hat{y}_1) \\ \hat{y}_2 & \mu(\hat{y}_2) \\ \vdots & \vdots \\ \hat{y}_n & \mu(\hat{y}_n) \end{array} \right]$$

(2)

where, $n$=dimension of the decision vectors, $\mu(\hat{y})$=objective function and $\text{hms}$=the size of harmony memory. A $\hat{y}^{\text{new}}$ is updated by the heuristic operations of HS algorithm. Details are described in the Table below [9, 13].

Table 1. HS operations of HS algorithm

<table>
<thead>
<tr>
<th>Operation</th>
<th>Mechanism</th>
<th>Selection criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random playing</td>
<td>Randomly chosen $\hat{y}$</td>
<td>$\hat{y}^{\text{new}} \in (\hat{y}^1, \hat{y}^2, \ldots, \hat{y}^\text{hms})$</td>
</tr>
<tr>
<td>Memory consideration</td>
<td>Chosen $\hat{y}$ from HM</td>
<td>$\text{hms} \cdot \text{HMCR}$</td>
</tr>
<tr>
<td>Pitch adjustment</td>
<td>Chosen $\hat{y}$ from HM</td>
<td>$\text{HMCR}$</td>
</tr>
</tbody>
</table>

(HMCR: harmony memory considering rate, $\text{PAR}$: pitch adjustment rate, $\Delta$: amount of increment)

Also, Fig. 2 shows the basic scheme of the HSA routine based on the above three operations.
3. HMM based Sequential Data Classification

3.1 GAs for optimizing HMM structure

To prove that GA is potentially useful for evolving HMMs, we implemented a standard GA process where a population of HMMs is evolved. The genetic operations are composed of mutation and crossover. For the mutation to be useful, it should make changes that cause minimal disruption so that the new HMM has a high probability of having fitness close to that of the un-mutated HMM. The crossover takes place between two HMMs and exchanges states based on probability. At each generation, some proportion of the HMMs is trained with typical Baum-Welch on a training set. The fitness is measured via an evaluation set and the fitter HMMs are selected. Finally, the mutation and crossover procedure is performed by the selected members in order to form the next generation. Fig. 2 shows the optimization process for HMM structure using GA-based strategy.

3.2 HSA for optimizing HMM structure

The sequential data set can be classified by the decoding process of HMM. In order to more accurately classify the hidden state, an automatic means of optimizing the HMM parameters would be highly desired. In this paper, HSA was used for optimizing the HMM parameters.

The model parameters of HMM mainly consisted of two matrices, A and B. A is the $n \times n$ state-transition matrix including the probability distribution of state displacement. And B is $n \times m$ observation symbol matrix including $k$ observation probability distribution a given $i$-th state.

A and B can be formulated as follows:

$$A = \{a_{ij} = P[s_j | s_i]\}, \sum_{i=1}^{n} a_{ij} = 1, 1 \leq i, j \leq n \quad (3)$$

$$B = \{b_{jk} = P[o_t = v_k | s_j]\}, \sum_{i=1}^{m} b_{jk} = 1, 1 \leq k \leq m, 1 \leq j \leq n \quad (4)$$

The training of HMM parameter is firstly performed by the forward-backward algorithm. The following equations define the forward-backward variables $\{\alpha_t(i), \beta_t(i)\}$ and the probability expectation values $\{\gamma_t(i), \xi(i, j)\}$ [10].

$$\alpha_t(i) = \left[\sum_{j=1}^{n} a_{ij} \alpha_{t-1}(j) b_{j}(o_t)\right] \alpha_{t-1}(j) \beta_t(i) \gamma_t(i) = \frac{a_{i}(i) \beta_t(i)}{\sum_{i=1}^{n} a_{ij} \beta_t(i)} \xi(i, j) = \frac{a_{i}(i) a_{j}(j) b_{j}(o_t) \beta_t(i) \beta_t(i)}{\sum_{j=1}^{n} \sum_{i=1}^{n} a_{i}(i) a_{j}(j) b_{j}(o_t) \beta_t(i) \beta_t(i)} \quad (8)$$

In this case, the initial parameter setting of HMM can be defined as the following equations.

$$[a_{ij}] = \arg \max_{a_{ij}} \left\{\sum_{t=1}^{T} \xi(i, j) / \sum_{t=1}^{T} \gamma_t(i)\right\} \quad (9)$$

$$[b_{jk}] = \arg \max_{b_{jk}} \left\{\sum_{t=1}^{T} \gamma_t(j) / \sum_{t=1}^{T} \gamma_t(j)\right\} \quad (10)$$

The HMM parameters have to be encoded into a harmony form that have real-valued probabilities. Fig. 3 shows the string $h$, that acts as a harmony and it consists of two main parts: A and B respectively.
The sum of Eq. (9) and Eq. (10) is used as an objective function for HS algorithm-based optimization process of HMM parameter.

\[
f(\hat{y}) = \sum_{t=1}^{T} \xi(i,j) / \sum_{t=1}^{T} \gamma(i,j) + \sum_{t=1}^{T} \gamma(j) / \sum_{t=1}^{T} \gamma(j)
\]  

(11)

As much as the harmony memory size \((H)\), the initial solution vectors, i.e. initial harmonies \(\xi = [a^i, b^j]\), are generated by selective Baum-Welch algorithm according to the Eq. (9), (10) and (11).

\[
HM_{HMM} = \begin{bmatrix}
a_{11} & \ldots & a_{1n} & b_{11} & \ldots & b_{1k} \\
a_{21} & \ldots & a_{2n} & b_{21} & \ldots & b_{2k} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
a_{H1} & \ldots & a_{Hn} & b_{H1} & \ldots & b_{Hk}
\end{bmatrix}
\]  

(12)

New harmony, \(\hat{y}^n = [a^i, b^j] = [a_{11}^n, \ldots, a_{1n}^n, b_{11}^n, \ldots, b_{1k}^n]\) is improved by the one of the HS operations: random playing, memory consideration, and pitch-adjustment. Once the new harmony is obtained, the existing harmonies of \(HM\) are further checked whether it satisfied the worst condition. If the new harmonies are better than the worst one in \(HM\) in terms of \(f(\hat{y})\), then the worst one is replaced by a new one until the termination condition are satisfied.

By using HS algorithm, we can describe the optimization process for HMM parameters as shown in Fig. 4.

![Fig. 4. The HSA based HMM parameter optimization](image)

The initial parameter set consisting of HMMs was not considered by HS algorithm, because of the new parameter-setting-free technique that contains three operations (random selection, memory consideration, pitch adjustment) for every variable in harmony memory \((HM)\). Also, HSA has the advantage of being free from divergence of solutions and local optima [13].

4. Experimental Results

The experimental results of HMM optimization are presented in this section. To discover if the optimization strategies are useful for improving the performance of HMM, we have to implement a standard HMM, i.e., un-optimized HMM. In this experiment, we selected the speech signals classification problem, where the speech signals are composed of ten number words (0, 1, ..., 9). Thus, the configuration of HMM used ten states left-right model and a set of 60 samples (observation sequences). These configurations have the desirable property of being able to readily model sequence signal change over time. The initial setting of model parameters \((A, B)\) is randomly generated by a uniform distribution on the interval \([0, 1]\) and 10 experiments are conducted.

In this experiment, the HMM structure and parameters are trained by GA and HS algorithm with the same 10 observation training sequences. In GA-HMM structure training, the following conditions are used: population size=30, crossover rate = 0.01, and mutation rate = 0.0001. In HS-HMM parameter training, the following conditions are used: harmony memory size=10, harmony memory consideration rate = 0.8, and pitch adjustment rate =0.4.

The performance measurement index of the proposed method HMM consists of two values: \(p_{corr}\) and \(p_{wrong}\), which are average log accuracy of the HMM generated by 60 training observation sequences of correct and wrong classified [12]. These parameters can indicate the standard performance of HMM. The optimized HMM has mostly higher average log probabilities at \(p_{corr}\) and lower average log probabilities at \(p_{wrong}\) than the un-optimized HMM as shown in Table 2.

**Table 2. A comparison between the optimized HMM with HS algorithm and un-optimized HMM in terms of average log accuracy**

<table>
<thead>
<tr>
<th>Experiments</th>
<th>Optimized HMM with HS algorithm</th>
<th>Un-optimized HMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>Sample Types</td>
<td>(p_{corr})</td>
</tr>
<tr>
<td>1</td>
<td>1-2</td>
<td>-1.9268</td>
</tr>
<tr>
<td>2</td>
<td>1-3</td>
<td>-1.6605</td>
</tr>
<tr>
<td>3</td>
<td>1-2</td>
<td>-1.4182</td>
</tr>
<tr>
<td>4</td>
<td>2-1</td>
<td>-1.9484</td>
</tr>
<tr>
<td>5</td>
<td>1-3</td>
<td>-1.9326</td>
</tr>
<tr>
<td>6</td>
<td>2-1</td>
<td>-2.0621</td>
</tr>
<tr>
<td>7</td>
<td>1-2</td>
<td>-1.9083</td>
</tr>
<tr>
<td>8</td>
<td>1-3</td>
<td>-1.7257</td>
</tr>
<tr>
<td>9</td>
<td>3-1</td>
<td>-1.7410</td>
</tr>
<tr>
<td>10</td>
<td>2-1</td>
<td>-2.5436</td>
</tr>
</tbody>
</table>

The type of samples used in experiment is as follows. (1) left hand, (2) right hand, (3) foots
5. Conclusion

In this paper, we propose a method for optimizing HMM in order to analyze sequential data. Generic HMMs play an important role in handling sequential data sets such as speech, biological signals, and electric transient. Therefore, this paper presented an optimization strategy for HMM using GA and HS algorithm. The optimization strategy is composed of two major procedures: structure optimization and parameter optimization. The structure optimization of HMM is performed by GA-based method. And the parameter optimization of HMM is performed by HS algorithm. The experimental results of the proposed method indicated that the optimized HMM has a higher probability in classifying the global maxima or at least local-maxima with better performance to generate training observation sequences than the un-optimized HMM. Thus, it can be optimized in a wide range of applications including the systems that cannot be solved by calculation-based algorithms.
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