Cylindrical Silicon Nanowire Transistor Modeling Based on Adaptive Neuro-Fuzzy Inference System (ANFIS)
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Abstract – In this paper, Adaptive Neuro-Fuzzy Inference System (ANFIS) is applied for modeling and simulation of DC characteristic of cylindrical Silicon Nanowire Transistor (SNWT). Device Geometry parameters, terminal voltages, temperature and output current were selected as the main factors of modeling. The results obtained are compared with numerical method and a good match has been observed between them, which represent accuracy of model. Finally, we imported the ANFIS model as a voltage controlled current source in a circuit simulator like HSPICE and simulated a SNWT inverter and common-source amplifier by this model.
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1. Introduction

The silicon MOSFET for VLSI technology has been scaled down for higher integration and higher performance. Further miniaturization of silicon MOSFETs into nanoscale will have great impact on the advancement of future Integrated Circuit (IC) [1]. As the dimension of MOSFETs enters the nanometer regime, however, Short Channel Effects (SCEs) [2], such as threshold voltage (VT) and Drain-Induced Barrier-Lowering (DIBL), become more and more significant, which limit the scaling capability of planar bulk or Silicon-on-Insulator (SOI) MOSFETs [3]. Consequently, effective gate control is required for a nanoscale MOSFET to achieve good device performance. For these reasons, various new device structures and materials are being explored. The SNWT is one of promising technology in this field. This technology is based on silicon and may offer better gate control, simpler fabrication, more flexibility in device design and the best candidate for high speed applications [4, 5]. The cylindrical SNWT is shown in Fig. 1.

The silicon channel in this structure is covered by a cylindrical surrounding-gate electrode, providing an excellent control of Short-Channel Effects (SCEs). With respect to these points, description of characteristics of these devices is necessary.

Because the experimental work is difficult and expensive, there is requiring modeling the behavior of SNWT at circuit level. Such model must be enabling to simulate silicon nanowire circuit in a reasonable amount of time.

Number of attempts have been accomplished for modeling and simulation of SNWTs with numerical methods that are based on different models like self-consistent numerical model, Monte Carlo transport model, non equilibrium Green function (NEGF) approach and etc [6-10]. These methods are complicated and take a lot of simulation times. This paper introduces a method for modeling the SNWT based on computational intelligence technique (ANFIS) that can reduce the computational time while keeping the accuracy of previous models.

The data needed for training of ANFIS is obtained from
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Fig. 1. The cross-section views of a cylindrical silicon Nanowire transistor structure

Fig. 2. A simplified overview of ANFIS network model
SiNWFToy2.0 program [11]. This program is a set of MATLAB subroutines that are derived by modifying an analytical approach proposed by A. Rahman et al. [12] for Silicon Nanowire Transistors. A simplified overview of ANFIS model is shown in Fig. 2.

Where, gate oxide thickness (tox or in1), silicon film thickness (tsi or in2), temperature (T or in3), gate-source voltage (Vgs or in4), drain-source voltage (Vds or in5) are the input parameters and drain current (Ids or out1) is output parameter in the SNWT.

2. Adaptive neuro-fuzzy inference system (Anfis)

Combining both fuzzy logic and artificial neural network allows achieving all of the advantages of both systems. The ANFIS structure [13]-[16] is one of the proposed methods to combine fuzzy logic and artificial neural networks and that is a multilayer feed forward network where each node performs a particular function on incoming signals. In this paper, a hybrid algorithm, which is a combination of back-propagation gradient descent and the least-squares method, is used to identify linear and nonlinear parameters in the ANFIS [15]. More specifically, in the forward pass of the hybrid learning algorithm, node outputs go forward and the consequent parameters are identified by the least-squares method [13]. In the backward pass, the error signals propagate backwards and the premise parameters are updated by gradient descent.

This paper considers the ANFIS structure with a first-order Sugeno model containing 90 rules, five inputs in1 (tox), in2 (tsi), in3 (T), in4 (Vgs), in5 (Vds) and one output (Ids), a typical rule set with 90 fuzzy if-then rules can be expressed as:

1. If (in1 is in1mf1) and (in2 is in2mf1) and (in3 is in3mf1) and (in4 is in4mf1) and (in5 is in5mf1) then (out1 is out1mf1 = p1in1 + q1in2 + h1in3 + g1in4 + k1in5 + r1)

2. If (in1 is in1mf2) and (in2 is in2mf2) and (in3 is in3mf2) and (in4 is in4mf2) and (in5 is in5mf2) then (out1 is out1mf2 = p2in1 + q2in2 + h2in3 + g2in4 + k2in5 + r2)

89. If (in1 is in1mf89) and (in2 is in2mf89) and (in3 is in3mf89) and (in4 is in4mf89) and (in5 is in5mf89) then (out1 is out1mf89 = p89in1 + q89in2 + h89in3 + g89in4 + k89in5 + r89)

90. If (in1 is in1mf90) and (in2 is in2mf90) and (in3 is in3mf90) and (in4 is in4mf90) and (in5 is in5mf90) then (out1 is out1mf90 = p90in1 + q90in2 + h90in3 + g90in4 + k90in5 + r90).

The architecture of the ANFIS is shown in Fig. 3.

### Table 1. Data ranges used for building the ANFIS model

<table>
<thead>
<tr>
<th>Range</th>
<th>input parameter</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>tox(nm)</td>
<td></td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>tsi(nm)</td>
<td></td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>T(ok)</td>
<td></td>
<td>300</td>
<td>320</td>
</tr>
<tr>
<td>Vgs(v)</td>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Vds(v)</td>
<td></td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

The complete system consists of five layers; the node functions in the same layer are similar and described as below.

**Layer 1:** Each node in this layer is an adaptive node and that generates membership grades of a linguistic label. For an external input xi, the following Gaussian membership function (MF) is assumed to be used:

\[
O_{2j} = w_j = \mu_i^c_i = \frac{1}{\sqrt{2\pi} \sigma_i} e^{-\frac{(x_i - \mu_i)^2}{2\sigma_i^2}}
\]

\[ (j = 1, ..., c_i), (i = 1, ..., c_i) \]

Where, in this work \( c_1 = \ldots = c_90 = 90 \).

**Layer 3:** every node in this layer presents a normalization of the firing strength from the previous layer. The jth node of this layer calculates the ratio of the jth rule’s firing strength to the sum of all rule’s firing strengths:

\[
O_{3j} = \frac{w_j}{\sum w_i}, (i = 1, ..., 90)
\]

**Layer 4:** Every node j in this layer is a square node. The relationship between the inputs and output of this layer can be defined as the following:

\[
O_{4j} = \frac{w_j f_j}{\sum w_j f_j}, (j = 1, ..., 90)
\]

Where \( w_j \) is the output of layer 3, and \{p, q, h, g, k, r\} is the parameter set. Parameters in this layer are referred to as the consequent parameters.
Layer 5: The single node in this layer evaluates the overall outputs as the summation of all incoming signals:

\[ O_5 = \sum_j w_j f_j = \sum_j w_j \]  

(5)

Where, \( O_5 \) is the output of Layer 5.

3. Result and discussion

The required data for training ANFIS has been obtained from SiNWFToy2.0 program. This data (3740 samples) is divided into two sets, Training set (about 70%) that is used for training and testing set (about 30%) that is used for testing of ANFIS network. The minimum and maximum input data ranges used for building the ANFIS model is shown in Table 1.

We used our database for training the ANFIS model with MATLAB 7.0.4 program. The final ANFIS architecture being used in this work is shown in Table 2.

We used the Mean Relative Error (MRE %) as a measure of error made by the network which is defined in Eq. (6).

\[ \text{MRE\%} = \frac{1}{N_p} \sum_{i=1}^{N_p} \left| \frac{X_{\text{num}} - X_{\text{pred}}}{X_{\text{num}}} \right| \times 100 \]  

(6)

Where, \( X_{\text{num}} \) and \( X_{\text{pred}} \) are numerical value obtained by SiNWFToy2.0 program and predicted values obtained by ANFIS, respectively, also, \( N_p \) is number of points. The MRE\% of output (Ids) for ANFIS is shown in Table 3.

In order to confirm the predictive property of the optimized network structure, testing and training sets were compared with the network response. Figs. 4 and 5 shows that in these cases, a good match between SiNWFToy2.0 simulation and predicted (ANFIS) results was found.

Table 2. Optimal specification of proposed ANFIS model

<table>
<thead>
<tr>
<th>Item</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inputs/outputs</td>
<td>5/1</td>
</tr>
<tr>
<td>ANFIS model:</td>
<td></td>
</tr>
<tr>
<td>FIS Type</td>
<td>Sugeno</td>
</tr>
<tr>
<td>Train FIS method</td>
<td>hybrid</td>
</tr>
<tr>
<td>Input MF Type</td>
<td>Gaussian mf</td>
</tr>
<tr>
<td>No. of input membership function</td>
<td>90 for each inputs</td>
</tr>
<tr>
<td>Output Membership Function Type</td>
<td>Linear</td>
</tr>
<tr>
<td>Number of rules</td>
<td>90</td>
</tr>
<tr>
<td>Epochs</td>
<td>500</td>
</tr>
</tbody>
</table>

Table 3. MRE\% of output (Ids) for ANFIS model

<table>
<thead>
<tr>
<th>Data</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRE%(ANFIS)</td>
<td>1.80</td>
<td>2.33</td>
</tr>
</tbody>
</table>
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Fig. 7. Current-voltage characteristics curve (Ids-Vgs) for ANFIS model

Table 4. Approximate CPU time(s) comparison between the various approaches of modeling of the SNWT

<table>
<thead>
<tr>
<th>No. of simulation data</th>
<th>SiNFETToy</th>
<th>ANFIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>350.7</td>
<td>1.7</td>
</tr>
<tr>
<td>100</td>
<td>772.1</td>
<td>2.2</td>
</tr>
<tr>
<td>150</td>
<td>1109.4</td>
<td>3.4</td>
</tr>
</tbody>
</table>

Figs. 6 and 7 compare predicted values and numerical results of the current-voltage characteristics (Ids-Vgs and Ids-Vds) with tox=1nm, tsi=3nm and T=300ok. It can be seen that the best match between them is obtained.

Beside their high precision, ANFIS model has a higher calculative speed rather than the numerical model. Table 4 offers a comparison between the amounts of the approximate required time for CPU to simulate SNWT with different methods in which the calculative time of intelligent model have been compared with those of the numerical models for different simulating data.

As the results shows, the intelligent models have a high precision and speed; therefore, they can be used as appropriate tools for simulating in the level of nanoscale circuits.

4. Implementation into hspice

In HSPICE implementation, we imported ANFIS model of SNWT as a subcircuit constituted of a null current source (ig) between gate and source and a voltage-controlled current source Ids (Id) [17-19]. The general Syntax form in HSPICE software is:

```
.SUBCKT subname D G S
ig G S 0
Ids D S curr = 'ANFIS equations to obtain the drain current'
```

where ‘subname’ is the name for the subcircuit model, ‘D’, ‘G’ and ‘S’ are the drain, gate source nodes of the device, respectively. The ‘curr’ expression is drain current and given by the ANFIS functions.

In this study, the ANFIS evaluate the drain current as a function of input parameters set. Indeed, the results of the training process for ANFIS network are premise and consequent parameters associated with the nodes. Therefore, the final expression of the drain current is given by the equation (7) for ANFIS network.

\[
I_d = \exp\left[\sum_{j}^{90} w_j f_j \right] = \exp\left[\sum_{j=1}^{90} w_j f_j \right] \\
\quad f_j = (p_j f_{AR} + q_j f_{AR} + h_j T + g_j V_{GS} + k_j V_{DS} + r_j)
\]

(7)

Where 90 number of rules, \( w_j \) using equations (3) until (5) and parameters set \{pj, qj, hj, gj, kj, rj\} (consequent parameters) achieved by ANFIS.

We used the logarithm scaling to decrease the dynamic of the drain current, so, for the descaling, we applied the
exponential function. Finally, in order to demonstrate the merit of our ANFIS model, the simulation of the SNW T inverter and common- source amplifier is suggested. Figs. 8 and 9 shows HSPICE input/output signals and transfer curve of our inverter gate, respectively. Also, HSPICE input/output signals for common-source amplifier are shown in Fig. 10.

5. Conclusion

In this paper, an attempt has been made to demonstrate the capability of the ANFIS for modeling and simulation of cylindrical silicon nanowire transistor. We used numerical simulation of current-voltage characteristics of SNWT using SINWFETToy2.0 program to build the required database in order to optimize our ANFIS structures. The result obtained shows that there is a very good agreement between the predicted output characteristics of the device based on the ANFIS model and the numerical method. These results, also, demonstrates that ANFIS model can be used as an interface between device modeling and circuit simulator (like HSPICE) in order to achieve high computation speed for circuit’s simulation and to improve the simulation time of nano electronic devices.
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