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Abstract— Recently, a name retrieval function is widely used on navigation systems. In this paper, we propose the new dynamic hashing algorithm for a name retrieval function on it. The proposed dynamic hashing algorithm by constructing an index using the variance information of character is the better than existing methods in terms of storage capacity and retrieval speed. The algorithm proposed in this paper can be useful on systems that have limited resources as well as navigation systems.
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I. INTRODUCTION

RECENTLY the more efficient method to find the target data was needed in a retrieval system dealing with increasing amounts of data[1,2]. For quick data retrieval, the most common method is that create index on the search key. Especially, as a navigation system is a widely used, a data retrieval system using hangeul name is also widely used on navigation systems. A hangeul name data has the many linguistic characteristics, so we can improve a performance of retrieval system if consider these properties[3,4].

Many studies have already been done how to create an index. B-tree, Trie and etc are used of creating index generally[5,6,7]. However, these methods are not easy to use on system that has limited resources like navigation system because the index size itself is very large.

We can use hashing instead of indexing also. Hashing algorithm is faster than the index to provide search capabilities. But much larger address space than the amount of hashing data is needed, so hashing algorithm difficult to use in many cases, despite the advantage of faster search speed[8].

In this paper, we propose the dynamic hashing algorithm to hangeul name search that are available in environment has limited resources such as navigation systems.

We find out a target hash bucket using index in dynamic hashing. Dynamic hashing is needed less size of index than index method like B-tree or trie, etc and retrieval speed is faster than that, so this algorithm can be useful in navigation system[9].

The proposed dynamic hashing algorithm by constructing an index using the variance information of character is the better than existing methods in terms of storage capacity and retrieval speed.

II. RELATED WORK

Dynamic hashing has the advantages and benefits of an index and hashing mentioned in the introduction, it consists of indices and buckets that data are stored in.

Especially, Dynamic hashing is more useful in case of application that have to deal with large amount of data[10,11].

Fig. 1 shows a file structure of general dynamic hashing.

Dynamic hashing only can load a limited amount of data in each bucket, so in case of a number of synonym exceeds a number of data can be stored in bucket, it has to be split dynamically. Also, a pointer to the bucket should be adjusted so that each split bucket can be picked up.

Generally, we make index using the value of hash function in dynamic hashing, but we can use the relative index of hangeul character instead of the value of hash function in hangeul dynamic hashing.

Therefore, if we want to find word '문화', we have to find syllable-initial character 'ㅁ' in first syllable at index level 0. And if there is a pointer to bucket contains target word, we can find the word at that bucket using common search algorithm like linear search or binary search. Else if there is a pointer to next level index, also...
find syllable-peak character ‘ㅜ’ at index level 1, because already the bucket containing word starting with syllable-initial character ‘ㅁ’ are split.

### III. DESIGN OF THE DYNAMIC HASHING ALGORITHM USING VARIANCE INFORMATION BY LOCATION OF NAME DATA.

#### A. Variance information by location of name data.

Hangeul syllable (like ‘공’ , ‘과’) is composed of syllable-initial character (‘ㄱ’), syllable-peak character (‘ㅗ’), and syllable-final character (‘ㅇ’). These are complete hangeul syllables. Each character in complete hangeul syllable has a different frequency distribution depending on the location[12]. In case of index using relative index value of hangeul character for dynamic hashing, the distribution of index character frequency is the more uniform, the more data can be loaded evenly in the bucket, in other words, can reduce a overflow. So, in this paper, we use the variance information by location of name data for growing up the performance of storing data. Finally, the proposed method improves a performance of dynamic hashing.

The hangeul name data has very characteristic properties. That is, almost name data composed of two hangeul syllables as shown in Fig. 2. In this case, usually appears at a rate of 98% among name data.

![Fig. 2. Structure of hangeul name data.](image)

Fig. 2. Structure of hangeul name data.

So, we use the location specific frequency information of characters in first syllable and second syllable considering of this characteristic properties.

Fig. 3 and Fig.4 shows the frequency of syllable-initial, syllable-peak, syllable-final character in first syllable. In Fig.3 and Fig.4, the index on x-axis means a character index. For example, the index value of syllable initial character ‘ㄱ’ is 1, and the index value of character ‘ㄴ’ is 2(TABLE 1).

![Fig. 3. Frequency of syllable-initial, syllable-peak, syllable-final character in first syllable.](image)

![Fig. 4. Frequency of syllable-initial, syllable-peak, syllable-final character in second syllable.](image)

As you see above, the difference of frequency of syllable-final character is the most in the first syllable and the difference of frequency of syllable-initial character is the least, relatively. That is to say, the first syllable’s

<table>
<thead>
<tr>
<th>INDEX</th>
<th>SYLL-INIT</th>
<th>SYLL-PEAK</th>
<th>SYLL-FINAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ㄱ</td>
<td>ㅗ</td>
<td>FILL</td>
</tr>
<tr>
<td>2</td>
<td>ㄲ</td>
<td>ㅐ</td>
<td>ㄱ</td>
</tr>
<tr>
<td>3</td>
<td>ㄴ</td>
<td>ㅏ</td>
<td>FILL</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

![TABLE 1 INDEX OF SYLLABLE INIT-PEAK-FINAL CHARACTER](image)
syllable-initial character has more uniform distribution of character frequency than syllable-final character in the first syllable. Also, the difference of frequency of syllable-initial character is the least in the second syllable. Therefore, we can prevent an index from increasing level through using index character that has uniform distribution preferentially, source data is also stored in the buckets uniformly.

Various statistical values can be used for measurement of uniformity. In this paper, we use the variance value of character. A variance is the sum of difference average between each value. If the average of \( x \) let \( E(x) \) then a variance defined as:

\[
V(x) = E(x^2) - E(x)^2
\]  

(1)

Overall, the variance value of character frequency is small means show an even distribution on the basis of average.

Fig. 5 shows variance value of syllable-initial, peak, final character of two syllables.

**B. Hangeul dynamic hashing using variance of character**

As mentioned earlier, the distribution of characters that has smaller variance value are uniform, so if we select that character as an index for dynamic hashing, a name data can be stored in bucket uniformly. Therefore, we select characters are used as index according to the ascending order of value of variance in our proposed method as Fig. 6.

![Fig. 6. The order of selected character for index.](image)

Algorithm 1 shows the algorithm of constructing the proposed dynamic hashing structure.

**Algorithm 1**

- **Method:**
  1. begin
  2. if \( I_n[S_n] \rightarrow Bk \) is not full
  3. Store \( Sw \) in \( I_n[S_n] \rightarrow Bk \)
  4. else if \( I_n[S_n] \rightarrow Bk \) is full
  5. create new index level \( I_{n+1} \) using \( S_{n+1} \)
  6. split \( Bk \) to two new buckets
  7. adjust \( I_{n+1}[S_{n+1}] \) to point new buckets
  8. re-hashing \( Sw \) in \( Bk \) to new buckets using \( S_{n+1} \)
  9. Store \( Sw \) in \( I_{n+1}[S_{n+1}] \rightarrow Bk \)
  10. end if
  11. end

The structure of proposed hangeul dynamic hashing in accordance with algorithm 1 is shown in Fig. 7.

![Fig. 7. The structure of proposed hangeul dynamic hashing.](image)

The procedure of searching name data under the proposed method is as follows. In case of searching name data, ‘하계역’, first, we find syllable-initial character ‘ㄱ’ of second syllable ‘계’ in the index level 0 and also find syllable-peak character ‘ㅖ’ of second syllable ‘계’ in the index level 1, second and finally, syllable-initial character ‘ㅎ’ of first syllable ‘하’ in the index level 3. And then we can go to the bucket is stored the target word ‘하계역’ using bucket pointer on index. Finally, we look up a target word on the bucket using search algorithm.
Algorithm 2 shows the algorithm of searching target word under the proposed method.

**Algorithm 2**: the algorithm of searching word

Tw : target word  
Sn : series of characters (Fig. 6)  
Bk : bucket  
In : level n of index

**Method:**
1: begin  
2:  do while  
3:    if In[Sn] has not In+1  
4:      search Tw in In[Sn]->BK  
5:    else if In[Sn] has In+1  
6:      n <- n + 1  
7:      go to next level of index  
8:    end if  
9:  end while  
10: end

**IV. PERFORMANCE STUDY**

**A. Performance of dynamic hashing**

The total search time for finding target word is the sum of the traverse time of index tree and the search time in data bucket in dynamic hashing. The follows equation shows the total search time in dynamic hashing.

\[ T_{st} = T_{si} + B_{st} \]  

(2)

\( T_{st} \) is the total search time, \( T_{si} \) is the search time of index and \( B_{st} \) is the search time in bucket.

We can use the binary search if the source words are sorted in bucket, but if these are not, we have to use the linear search to find target word in bucket. The number of source word in bucket are small, there is little difference in performance in previous two cases. Therefore, In order to reduce the total search time in dynamic hashing, to improving the performance of the index is very important above all.

We have two perspectives about performance of index. The one is how can improve the performance of searching index another one is how can store whole data using smaller number of buckets. These two perspectives are not independent but are closely related to each other. If the amount of data stored in the bucket is greater than the bucket size, the overflow will occurs. And then the overflow bucket is split to two buckets and index level grows up for pointing new bucket. So, if data can be stored in the distributed buckets properly, we can prevent the increase of the index level.

Therefore, in this paper, we propose new hangeul dynamic hashing algorithm using variance information by location to determine the order of the index. The proposed algorithm has smaller index level than the conventional method and also has smaller number of buckets.

**B. Evaluations**

In this section we perform an evaluation of proposed method in this paper.

The performance of dynamic hashing can be measured two kinds of evaluations. The one is the average level of index and the other is the number of buckets needed to storing the data.

The data used in this experiment were extracted from navigation system's name data.

Fig. 8 shows the average level of index to store name data in accordance with the number of data is 10,000, 20,000, 30,000 and 40,000. In Fig. 8, Simple method is the method described in II-A. In this method, the index is made in accordance with the simple order of character like C11->C12->C13….

As shown in the Fig. 8, the needed index level is 2.25 to store 10,000 name data in the proposed method but, it is 2.66 in the ordinary method. In case of 40,000 name data, the proposed method needs 3.15 index level, on the other hand the ordinary method needs 3.87. So we can find that the average level of needed index using the proposed method is less than that using the ordinary method. If the number of stored data is bigger than the difference of average index level between two methods is bigger. When you consider that more than 100,000 name data are used in navigation system generally, we can know the difference of them is bigger.

Fig. 9 shows the number of buckets is needed of storing name data in two methods.
As shown in the Fig. 9, we can find that needed buckets are smaller the proposed method than the simple method. Also, if the number of stored data is bigger than the difference of number of needed buckets between two methods is bigger. So, the proposed method is more efficient than the ordinary method in conclusion.

Fig. 10 shows the size of index is needed. As shown in Fig.10, the size of index is smaller the proposed method than the simple method, also.

V. CONCLUSION

In this paper, we proposed the dynamic hashing algorithm using variance of character. And, we could find that our algorithm is more efficient than ordinary algorithm through experiments. The proposed method can use efficiently in the system has limited resource like navigation systems or mobile systems because the size of index is smaller than ordinary index mechanism, and also the number of needed buckets are fewer than simple dynamic hashing algorithm.

The proposed algorithm also can use for other retrieval systems using person name or address, etc. So, in the future, we plan to do experiment other retrieval system are applied our dynamic hashing algorithm.
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