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Abstract
Delivery of high quality video over a wide area network with large number of users poses great challenges for the video communication system. To ensure video quality, multiple descriptions have recently attracted various attention as a way of encoding and visual information delivery over wireless network. We propose a new efficient multiple description coding (MDC) technique. Quincunx lattice sub-sampling is used for generating multiple descriptions of an image. In this paper, we propose the application of a directional discrete cosine transform (DCT) to a sub-sampled quincunx lattice to create an MDC representation. On the decoder side, the image is decoded from the received side information. If all the descriptions arrive successfully, the image is reconstructed by combining the descriptions. However, if only one side description is received, decoding is executed using an interpolation process. The experimental results show that such the directional DCT can achieve a better coding gain as well as energy packing efficiency than the conventional DCT with re-alignment.

Index Terms: Directional discrete cosine transform, Image coding, Multiple description coding

I. INTRODUCTION

Due to network congestion and delay sensibility, video transmission over a lossy network is always a great challenge. Multiple description coding (MDC) [1] is an attractive approach to solving this problem as shown in Fig. 1. It can efficiently combat packet loss without any retransmission, thus satisfying the demand of real-time services and relieving network congestion.

MDC encodes the source message into several bit streams (descriptions) carrying different information, which can then be transmitted over multiple channels [2]. In MDC’s simplest form, two parallel channels are assumed to connect the source with the destination. If only one channel works, the descriptions can individually be decoded to sufficiently guarantee a minimum fidelity in the reconstruction at the receiver [3]. However, when both channels work, the descriptions from the channels can be combined to yield a relatively high fidelity reconstruction.

Numerous MDC techniques have been proposed in recent years, such as the multiple description scalar quantization (MDSQ) proposed in [2]. In MDSQ, two descriptions are created by two coarse quantizers, each ensuring an acceptable distortion when only one of them is received.

These two coarse quantizers can be combined to produce a finer quantizer if two descriptions are received. Further, various types of coding techniques such as subband coding and wavelet coding have also implemented MDC [4-7].

In this paper, we re-visit the MDC scheme based on the pixel domain sub-sampling. In particular, we focus on the quincunx sub-sampling lattice. Instead of applying a horizontal or vertical realignment so as to form regular...
square blocks, we retain the quincunx lattice and apply the directional discrete cosine transform (DDCT). Both theoretical analysis and simulation test will be discussed to confirm that an improved coding efficiency can be achieved in our DDCT, as compared to the traditional DCT with horizontal or vertical re-alignment.

In Section II, we briefly introduce the traditional pixel-domain sub-lattice on MDC. The proposed directionally sampled discrete cosine transform (DS-DCT) for the quincunx sub-sampling lattice is presented in Section III. Further, we explain how to handle some boundary blocks that remain after the DS-DCT. In Section IV, we describe the experimental setup and present some simulation results. Finally, some conclusions are presented in Section V.

II. SUB-SAMPLING ON MDC

In this section, we will discuss the sub-lattice technique used in the proposed method. Given the source image I, which is typically a subset of \( \mathbb{Z}^2 \), in the proposed method, signal samples are partitioned into two subsets as follows:

\[
\bigcup_{n = 1, 2} X_n = X.
\]

There are two different methods to partition the image into two parts. Fig. 2(a) shows orthogonal sub-sampling, and Fig. 2(b) illustrates quincunx sub-sampling. In the proposed method, descriptions generated by scheme two are used. One of the major advantages of this scheme is the increase in correlation between samples. Under this scheme, two descriptions are generated according to a chess-box pattern, and the Euclidian distance between two neighboring samples is constantly equal to \( \sqrt{2} \). After the splitting process, each description is transformed to the transform domain.

III. DIRECTIONAL COSINE TRANSFORM

The DCT and the discrete wavelet transform used in image compression are implemented by separable one-dimensional (1D) transforms in the rows and columns of images.

The conventional \( N \times N \) 2D DCT is implemented separately by two \( N \)-point 1D transforms. Let \( B(i,j)_{N \times N} \) and \( C_N \) be the image block and the transform matrix. Then, the corresponding block of transformed coefficients \( B(u,v) \) can be expressed as follows:

\[
B = [B(u,v)]_{N \times N} = C_{N \times N} \cdot A \cdot C_{N \times N}^T.
\]

where

\[
C_{N \times N} = [c(i,j)]_{N \times N}, c(i,j) = \alpha(i) \cos \left(\frac{(2j+1)\pi}{2N}i\right),
\]

\[
\alpha(i) = \begin{cases} 
\sqrt{1/N} & i = 0 \\
\sqrt{2/N} & i \neq 0.
\end{cases}
\]

 Naturally, the conventional 2D DCT seems to be the best choice for image blocks in which vertical and/or horizontal edges dominate. However, it may cause some defects when it is applied to an image block in which other directional edges dominate. The major shortcoming of the separable transform is that it cannot represent the anisotropic edges in the image sparsely. In order to obtain the better representation of edges in all directions, the given image block is transformed on the basis of the directional DCT in Fig. 3.
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Fig. 3. Exemplified elementary matrix operation: (a) no directional and (b) directional. The circles denote pixels, and the squares represent half-pixels.

Fig. 4. Five direction modes: (a) vertical prediction, (b) diagonal down-right, (c) diagonal down-left, (d) vertical-right, and (e) horizontal-down. The circles denote pixels, and the dashed lines represent direction lines.

In the proposed method, there are in total five directional modes. Among these modes, one is the vertical prediction (mode 0), and the remaining are labeled diagonal down-right (mode 1), diagonal down-left (mode 2), vertical-right (mode 3), and horizontal-down (mode 4), as shown in Fig. 4(a), (b), (c), (d), and (e), respectively.

On the encoder side, the input image is first analyzed block-by-block to decide the transform directions. The 1D DCT transform is performed in each block of the selected direction along the vertical direction. Next, the horizontal DCT is applied in the second step.

On the decoder side, when only one side description is received, the main task of the decoder is to interpolate the missing sub-image from the received sub-image. Although the proposed method involves the use of the directional data, all pixels in the partitioned blocks share a common direction and the lost description is estimated from the four connected neighbors by using the conventional bilinear interpolation method. Since there are numerous interpolation algorithms for preserving the original texture contents of an image, we can enhance the quality of the reconstructed image by selecting any of the appropriate interpolation schemes.

Similarly, when two descriptions are simultaneously available at the decoder, a straightforward method is to decode the two descriptions simultaneously and then merge the two sub-images. Since each side description is compressed using quantization, any decoded pixel value from one description is only an approximation of the

Fig. 5. Experimental results. The horizontal axis is bit per pixel and the vertical axis is peak signal-to-noise ratio (PSNR). (a) PSNR of the received interpolated image with side decoder1 of Lena image. (b) PSNR of the interpolated received image with side decoder1 with Barbara image. (c) PSNR of the received interpolated image with side decoder1 with Boat image. MDC: multiple description coding.
original.

IV. EXPERIMENTAL RESULTS

Several experiments were conducted, and their results are presented in this section in order to evaluate the performance of the proposed image MDC scheme. The implementation of the new MDC scheme is integrated into JPEG coding, with the directional transform replacing the original 2D separable rectilinear discrete cosine transform.

Naturally, the JPEG MDC scheme is used as a benchmark for performance comparisons in terms of the peak signal-to-noise ratio (PSNR), where the input image is first split into two descriptions by quincunx lattice sub-sampling and then coded individually by JPEG coding.

To make a fair comparison, we also adopt the proposed texture-oriented interpolation and data fusion algorithms for the central decoding of JPEG MDC.

Two JPEG test images (Lena and Barbara) having a resolution of $512 \times 512$ are used in our experiments. They are split into two descriptions, each of which is a quincunx lattice. Each description is compressed using JPEG coding and the proposed scheme.

We evaluate the PSNR performance of a side decoder when only one description is received. As proposed, the full-resolution images are reconstructed from the received side description by the texture orientation interpolation method. For the sake of comparison, we also compute the PSNR results of the widespread linear interpolation method when applied to the received quincunx image, as shown in Fig. 5. Since the two descriptions are balanced in our experiments, it suffices to list the PSNR values for description 1 of the proposed MDC scheme. The PSNR values shown in this figure are calculated over all samples including both the decoded and the interpolated images. The rates are also calculated over all samples in terms of a full-resolution image. One can observe that at low rates (e.g., 0.125 bpp), the two interpolation methods perform roughly the same, with only a small advantage to the texture orientation method. This is due to the lack of high-frequency components in the received side description at a low rate.

V. CONCLUSIONS

In this paper, we proposed a new MDC scheme using the directional DCT transform. The input image was directly split into two descriptions in the pixel domain using quincunx lattice sub-sampling. Using DDCT, we represented the image pixels oriented in different directions perfectly. The experimental results confirmed that the proposed directional MDC scheme could outperform the JPEG MDC scheme by up to 0.9 in the cases of both side decoding and central decoding.
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