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Abstract—In this study, a clustering algorithm that uses DCT transformed data is presented. The algorithm is a grid density-based clustering algorithm that can identify clusters of arbitrary shape. Streaming data are transformed and reconstructed as needed for clustering. Experimental results show that DCT is able to approximate a data distribution efficiently using only a small number of coefficients and preserve the clusters well. The grid based clustering algorithm works well with DCT transformed data, demonstrating the viability of DCT for data stream clustering applications.
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1. INTRODUCTION

With advances in communication and data collection techniques today, many organizations receive vast amounts of real time data at very high rates. Consider these examples which all receive real time data continuously: sensor networks, network traffic control, and web log monitoring and processing centers. The high rate of data accumulation coupled with constant changes in the characteristics of the data stress traditional algorithms that were designed to process static data. These constantly changing data sets are referred to as data streams. Thus, a data stream is generally a sequence of unbounded, real time data items with a very high data rate that can only be read once by an application [6, 9]. The storage, mining, and querying of data streams are very computationally challenging and time consuming tasks.

Many techniques [14] have been proposed for compressing or approximating data. However, few [5] can be applied to compressing data streams, which are generally unbounded and arriving at high speed (or updates in high speed). Since the sizes of data streams can be very large or even unbounded, it can be very time consuming to conduct clustering on such large amounts of accumulated stream data. Hence, finding a way to store the data compactly, preserve the distributions accurately, and conduct clustering quickly is the issue of utmost importance in data stream clustering. The objective of this study is to investigate the potential of using the discrete cosine transform (DCT) as a data approximation method to efficiently store and preserve the distribution of data streams for approximate cluster analysis.

Clustering can be defined as the grouping of objects into several disjoint groups such that objects in the same group are similar to each other and are dissimilar to other groups according to
some similarity metrics [10]. Many clustering algorithms have been researched and developed [1-4, 8, 11] across several disciplines but only a few are tailored towards very large multidimensional data sets. Most of the existing clustering algorithms do not do well with data streams as they generally require large amounts of memory and processing resources for data stream processing.

In this study, we focus on finding a method that can store the data compactly, preserve the distributions accurately, and allow the compressed data to be used readily for approximate clustering. In a data stream environment, such a compression/approximation method must possess the ability to summarize the stream accurately in one pass. In addition, it must be able to update its summary (or coefficients) dynamically and quickly as the data streams through at high speed.

In this study, we propose to use the discrete cosine transform (DCT) [15] to compress the data. We design a grid density-based clustering algorithm to work with the transformed data, unlike other algorithms that work with original uncompressed data. We will compare the clusters derived from the compressed data with those obtained from the original data.

The rest of this paper is organized as follows. A literature review is presented in Section 2. We give an overview of the data stream models, traditional clustering algorithms, and some background of the discrete cosine transform. Section 3 details the clustering algorithm implemented in this study. In Section 4, experimental results of the algorithm using compressed data are presented. Section 5 is the conclusion.

2. LITERATURE SURVEY

A number of algorithms have been proposed for clustering data streams. O’Challagham et al. [12] proposed STREAM which processes incoming data in batches so that each batch can fit into main memory. It clusters the data points and retains a set of centroids for clusters found within each batch. Centroids retained so far are further clustered to derive a cluster model. However, due to the dynamic properties of data streams, the previously generated clusters can be outdated in a short time limiting this algorithm’s ability to cope with outliers. For example, when the outliers appear in a batch, they will distort the real cluster shapes and mask the emerging trend of the data stream.

Analytical clustering of data streams using the k-median technique was studied by Guha et al. [7]. The algorithm scans the data stream once using a small amount of space. The algorithm first clusters a sample of data into 2k clusters. Then, it clusters the above points for a number of samples into 2k and does this iteratively until it finally clusters the 2k clusters into k clusters. It has a run time of O(nk), where n is the number of data points and k is the number of centers.

Several improvements of the k-means have been proposed. One of them, incremental k-means [11], is a one pass algorithm with an O(Tkn) complexity, where T is the average transaction size, n the number of transactions, and k the number of centers. The main idea behind this algorithm is that it updates the cluster centers and weights after examining a batch of transactions whose size is equal to the square root of the number of transactions instead of updating them for each transaction [6].

CluStream, proposed by Aggarwal et al. [2] divides the clustering process into two components. The online component clusters the incoming data streams using the k-means algorithm. It also maintains summarized data statistics about each cluster discovered. The off line process
performs clustering on the summary statistics of the micro-clusters to cluster data according to some user preferences such as time frame and number of clusters. This algorithm has been tested on a number of synthetic and real data sets to prove its accuracy and efficiency. However, it can only detect sphere-shaped clusters and is not effective in identifying outliers. The same team, Aggarwal et al.[1] proposed HPStream, a projected clustering (determines clusters for a specific subset of dimensions) algorithm for high dimensional data streams, which outperformed their previous algorithm, CluStream. It continuously refines on the set of projected dimensions and data points during the progression of the data stream. Initially, the incoming data points are tentatively added to each cluster to update the set of projected dimensions for each cluster in such a way that the spread along the chosen dimensions is as small as possible. Then, the distance between the data points and each cluster’s centroid is computed, using this, points are clustered into their closest clusters. However, this method like CluStream can only identify sphere-shaped clusters and cannot detect outliers effectively. Since the algorithm does not store sufficient information about the past data stream, it cannot support comprehensive analysis over historical data.

Park et al. [13] proposed a grid-based algorithm, statistical grid-based clustering. Initially, the multi-dimensional data space of the data stream is partitioned into a set of mutually exclusive equal-size initial cells or grids. As new data elements are generated continuously, each initial cell monitors the distribution statistics of data elements within the range. When the support of one of the initial cells becomes greater than or equal to a predefined split support, one of the dimensions of the data space is chosen as a dividing dimension based on the distribution statistics of a dense cell to be partitioned. The range of the cell is dynamically divided into two mutually exclusive smaller cells called intermediate cells. In the same way, when the intermediate cell itself becomes dense, it is partitioned similarly. Partitioning is done in three ways, mean, standard deviation or a hybrid of the two. Eventually a dense region of each initial cell is recursively partitioned until it becomes the smallest cell called a unit cell. This algorithm has some advantages in that since the cell is divided, depending on its support in that range, there is no need to store each data point, thus saving memory. Also being a grid-based clustering algorithm, it does not suffer from the nearest neighbor problem in high dimensional data space. It is capable of discovering clusters of any shape and is also reasonably fast. However, it does not address how to efficiently cluster very large data sets that do not fit in memory.

Having reviewed the current data stream clustering algorithms, it is clear that they all need to address the issue of space available for processing historical data. In this light, the value of the next topic, approximation of the data stream distribution using the DCT, can be seen.

3. SYSTEM ARCHITECTURE AND THE DISCRETE COSINE TRANSFORM (DCT)

The DCT has been used widely in signal and image processing due to its power in information preserving and simplicity in update [10]. In this research, we build a methodology for approximate data stream clustering based on the DCT. We use it to preserve information using only a small amount of space and design a clustering algorithm on the transformed data.
3.1 System Architecture

In this research, we use the DCT to transform data streams on the fly and store the transformed data (or coefficients) in a compact fashion for later clustering. Specifically, the DCT is performed on each batch of data that arrives during an interval, for example, every 10 minutes. The transformed data can later be combined at the users’ will and clustered. Fig. 1. is the system architecture.

![System Architecture Diagram]

3.2 Discrete Cosine Transform

To apply the discrete cosine transform, a normalization of values is first required. To illustrate the use of the discrete cosine transform, let us begin by considering a one-dimensional case. Let \( X \) be an attribute whose values are of interest. The values are normalized to a predetermined domain \([0, 1]\) as follows. Let \( \max X \) and \( \min X \) be the maximal and minimal \( X \) values of the data stream, respectively. Then, a value \( x \) of \( X \) is normalized as follows:

\[
x^* = \frac{x - \min X}{\max X - \min X}
\]

(3.1)

where \( x^* \) denotes the normalized value of \( x \). For example, a domain of \( \{0, 1/4, 2/4, 3/4, 1\} \) is normalized to \( \{0, 1/4, 2/4, 3/4, 1\} \). The minimal and maximal values of an attribute can usually be determined based on knowledge of the data.

Let \( N \) be the total number of items seen so far in the current interval of the data stream and \( \text{Dom}(X) \) the domain of the \( X \) values, i.e., \([0, 1]\). The frequency function of \( X \) is defined as

\[
f(x) = \frac{\text{count}_x}{N}, \quad x \in \text{Dom}(X)
\]

(3.2)

where \( \text{count}_x \) is the number of elements with the value \( x \) in the current interval of the data stream. The frequency function satisfies the relations: \( \sum_{x \in \text{Dom}(X)} f(x) = 1 \).

Let . By the theory of discrete cosine transform, \( f(x) \) can be represented as

\[
f(x) = \sum_{k=0}^{n-1} \alpha_k \phi_k(x)
\]

(3.3)
where $\phi_k(x) = 1$ when $k = 0$; otherwise, $\phi_k(x) = \sqrt{2} \cos(k \pi x), k = 1, \ldots, n-1$. $\alpha_k, k > 0$, are given by the following formula,

$$\alpha_k = \frac{1}{N} \sum_{i=1}^{N} \phi_k(t_i) = \frac{1}{N} \sum_{j=1}^{\text{count}_{x_j}} \phi_k(x_j)$$

(3.4)

where $t_i, 1 \leq i \leq N$, is the X value of the ith element in the current interval of the data stream, and $x_j$ is the jth X value in Dom(X).

The DCT is known to have an excellent energy compaction property, concentrating most of the signal information - the frequency function here - within a few low-frequency components of the transform [10, 15].

Therefore, the frequency function, in common practice, is approximated by the first m coefficients, where m is a number that is much smaller than the domain size n, requiring much less storage space. That is,

$$f(x) \approx \sum_{k=-m}^{m} \alpha_k \phi_k(x)$$

(3.5)

Example. Consider a one-attribute data stream with 6 tuples \{0.33, 0.32, 0.12, 0.66, 0.90, 0.80\}. The cosine transformation of this distribution is derived as follows.

Given the cosine series $\phi_k(x), k \geq 0: \{1, \sqrt{2} \cos \pi x, \sqrt{2} \cos 2 \pi x, \ldots, \sqrt{2} \cos k \pi x, \ldots\}$, we derive the respective coefficients as: $\alpha_0 = 1, \alpha_1 = \frac{1}{6} \sum_{j=1}^{6} \phi_1(t_j) = -0.063, \alpha_2 = \frac{1}{6} \sum_{j=1}^{6} \phi_2(t_j) = 0.0951, \ldots$, where $\phi_k(t_j)$ is $\sqrt{2} \cos k \pi t_j, k \geq 1$, and $t_j, 1 \leq j \leq 6$, is the jth element in the current interval of the stream.

To apply the transform to the d-dimensional case, the distribution is approximated by its md coefficients $a_{k_1 \ldots k_d}, 0 \leq k_1, \ldots, k_d \leq m-1$, as:

$$a_{k_1 \ldots k_d} = \frac{1}{N} \sum_{i=1}^{N} \prod_{j=1}^{d} \phi_{k_j}(t_{ij})$$

(3.6)

where $t_{ij}$ is the jth attribute of the ith element $t_i, 1 \leq i \leq N$.

As observed from Eq. (3.3), each coefficient $a_{k_1 \ldots k_d}$ of the transform is just the average of the sum of the products of the base functions (i.e., $\phi_{k_j}(x)$) on the elements. Therefore, when a new element arrives, we just first compute the “contribution” of that element to the transform and then combine it with the old coefficients. That is, for the arrival of a new element $x = (x_1, x_2, \ldots, x_d)$ to the data stream, which has already had N elements, $a_{k_1 \ldots k_d}$ is updated as

$$a_{k_1 \ldots k_d} = \frac{N}{N+1} a_{k_1 \ldots k_d} + \frac{1}{N+1} \prod_{j=1}^{d} \phi_{k_j}(x_j)$$

(3.7)

Due to the additivity property, one can easily combine or add two sets of coefficients easily as

$$a_{k_1 \ldots k_d} = \frac{N_1}{N_1+N_2} a_{k_1 \ldots k_d}^1 + \frac{N_2}{N_1+N_2} a_{k_1 \ldots k_d}^2$$

(3.8)
Where \( N_1 \) and \( N_2 \) are the number of elements in the first and second intervals of the stream to combine, respectively, and \( a_{k_1}^{m_1} \) and \( a_{k_2}^{m_2} \) are their respective DCT coefficients.

Coefficients can be updated easily and dynamically. Note that the set of coefficients derived by the above incremental update scheme is exactly the same as if we had derived in batch fashion using the Eq. (3.4).

### 3.3 Sampling DCT Coefficients for Storage Space Reduction

Usually, the greater the number of DCT coefficients kept, the higher the accuracy of the approximate data distribution. Since the DCT has a good energy conservation property, it allows for using a smaller number of coefficients without much information loss.

Some techniques, such as triangular, reciprocal, spherical, and rectangular sampling [10], can be used to further reduce the number of coefficients stored. These techniques filter out high frequency coefficients from the \( m \) coefficients without much information loss. To select only a portion of the coefficients to store, in this study the rectangular zonal sampling is used because it has been proved to work well with highly correlated data.

Fig. 2 below illustrates a scenario of \( 64 (= m^2, \text{8 by 8}) \) 2-dimensional DCT coefficients (Fig. 2(a)) being sampled using the rectangular zonal sampling (Fig. 2(b)), which results in only 39 of the 64 coefficients being retained for data distribution (Fig. 2(c)).

![Fig. 2.](image)

(a) DCT coefficients of 8 by 8 blocks, (b) Mask used to sample the coefficients-rectangular zonal sampling, (c) Coefficients Retained by the Rectangular Zonal Sampling (39 sampled coefficients)
4. CLUSTERING ON TRANSFORMED DATA

The transformed data (i.e., DCT coefficients) are stored by the interval. Due to the additivity of cosine coefficients, users can combine any intervals of data for clustering. The clustering algorithm is a grid density-based algorithm. It partitions the data space into a number of grid cells based on the required resolution requirement, e.g., 8 by 8, 4 by 4, etc. The frequency of elements falling into each grid cell can be computed from the DCT coefficients (to be discussed in the following), on which the clustering algorithm is applied.

4.1 Reconstruction of Data

Based on the specified resolution, the algorithm first reconstructs the data from the stored cosine coefficients. Let us illustrate this reconstruction with a two-dimensional example. Assume, for simplicity, both domains have the same size $n$. Given a resolution requirement of $m_1$ by $m_2$, where $m_1, m_2 < n$, the attribute space is partitioned into $m_1$ by $m_2$ grid cells. Let $I(I_1, I_2)$ be a grid cell in the two-dimensional attribute space, where $I_1$ and $I_2$ are the intervals covered by the cell $I$ on respective dimensions. Then the frequency of the interval $I$, denoted as $f(I)$, is

$$f(I) = \sum_{x \in I} \sum_{y \in I} f(x, y) = \sum_{x \in I} \phi_k(x_1) \phi_k(x_2)$$

(4.1)

Where

$$\phi_k = \frac{1}{N} \left[ \sum_{i=1}^{N} \phi_k(t_{i1}) \phi_k(t_{i2}) \right]$$

(4.2)

4.2 Clustering Algorithm

A density-based clustering is conducted on the grid cells. Cells with frequencies (or densities) greater than a pre-specified threshold (termed significant cells) are assigned cluster numbers. The average frequency of cells is used here as the threshold. Connected significant cells are merged to form clusters. The procedure for labeling the individual cells is borrowed from image processing where image pixels are labeled to distinguish the different objects in the image.

Several connectivity measures, such as minimal and maximal, can be used to determine whether cells are connected. Figure 3 illustrates the minimal and maximal connectivity for two-dimensional cells. In the minimal connectivity (Figure 3(a)), neighbors of cell $A$ include cells that touch $A$, along a line or surface. That is, only Cells 2, 4, 6 and 8 are neighbors of $A$ in this case. In the maximal connectivity (Figure 3(b)), all cells that touch the central element in any way are neighbors of $A$. That is, Cells 1 ~ 8 are considered $A$’s neighbors.

In our study, we have chosen the maximal connectivity for 2-dimensional cases and minimal connectivity for higher dimensional cases as the number of neighbors can increase exponentially.

![Fig. 3. Connectivity Patterns in 2-dimensional Space](image)
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The procedures are briefly summarized as in the following algorithm.

The algorithm is able to detect clusters of arbitrary shape. The higher the resolution, the larger the number of cells and the greater the amount of time will be needed for clustering.

It is a very flexible system.

5. EXPERIMENTAL RESULTS

5.1 Data Sets

We have implemented the cosine transform and the density-based grid clustering algorithm. Experiments were performed on an Intel Pentium(R) 4 CPU 2.40GHz processor. In order to show that the algorithm can cluster points of arbitrary shape, four two-dimensional synthetic data sets (as shown in Figure 5) were created: 1) DS1: 32,000 data points with most of them clustered into 10 groups, each of which are connected to others at the edges. 2) DS2: 18,500 data points with 8 clusters, 7 of which are connected at the edges. 3) DS3: 36,000 data points with more than 10 clusters, all connected at the edges. 4) DS4: 32,000 data points with the major clusters all connected to form a donut shape. Figure 5 below illustrates the spatial distributions of the datasets.

Fig. 4. Clustering Algorithm

Fig. 5. Spatial distributions of the data sets
5.2 Performance Results

First, elements of the datasets are read into our program one by one, and at the same time DCT coefficients are computed as in Eq. (3.8). To identify clusters, we reconstruct the data from the DCT coefficients by Eq. 4.2 and apply the density-based grid clustering algorithm in Figure 4.2 to the reconstructed data. DCT coefficients are used to compute the density of cells. Cells with densities lower than the average are discarded and connected cells whose densities are greater than the threshold are grouped into the same cluster.

In the experiments, we store 3,000 coefficients for each dataset for clustering. The following table shows the speeds in microseconds for converting a data point into 3,000 DCT coefficients and for reconstructing a cell frequency value from the stored DCT coefficients.

As observed, it takes an average of 302 microseconds to transform a 2-d coordinate into 3,000 DCT coefficients and 337 microseconds to reconstruct a cell frequency from 3,000 DCT coefficients. The results demonstrate that DCT is fast enough to handle continuous, fast arriving, data streams. In addition, the data distributions can be reconstructed quickly without much delay for clustering.

5.2.1 Accuracy of the Reconstructed Diagrams

Figures 6(a) and (b) show the data reconstructed from the DCT coefficients using 3,000 and 1,200 DCT coefficients stored, respectively. As mentioned previously, the accuracy of the reconstructed data set depends on the number of DCT coefficients used in the reconstruction. Figure 6(a), which uses more coefficients than Figure 6(b) in reconstruction, has a better approximation than the original data set, shown in Figure 5 (a).

![Reconstructed DS1 using 3,000 coefficients](image1)

![Reconstructed DS1 using 1,200 coefficients](image2)

Fig. 6. Distribution of reconstructed DS1 using a different number of coefficients

<table>
<thead>
<tr>
<th>Table 1. (a) Connectivity Patterns in 2-dimensional Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transforming a data point</td>
</tr>
<tr>
<td>302 µ</td>
</tr>
</tbody>
</table>

75
5.2.2 Clustering

The cells were then labeled using the connectivity methods described in Section 4 to form clusters. Each group of connected cells is labeled with a different number. In the following figures, we use different colors to represent different clusters. Figures 7 (a) ~ (h) show the results.

Fig. 7. Clusters of original and reconstructed data sets
of the clusters derived from the original and reconstructed data sets from 3,000 DCT coefficients.

As observed, our grid-based algorithm identifies clusters from transformed data almost exactly the same as those from the original data for all cases, except DS2. The discrepancy is due to the accuracy of the transform data and the problem can be easily resolved by storing a greater number of coefficients.

6. CONCLUSIONS

In this study, we propose using DCT to compress fast arriving and potentially unbounded streaming data. We developed an approximate data clustering algorithm that can be applied to DCT transformed data. The experimental results show that data can be quickly transformed and reconstructed, demonstrating the viability of DCT for data stream applications. We have also shown that only small numbers of coefficients are needed to represent the data accurately. The grid density-based clustering algorithm also works well with DCT transformed data to identity clusters.
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