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ABSTRACT

This paper describes our experiences with the design and implementation of a networked multimedia information management system in an object-oriented framework for distributed multimedia applications, and an integrated QoS-resource negotiation protocol which has been applied to a video server in our networked multimedia infrastructure. The salient features of our framework to support efficient multimedia streaming are explained. Next the paper explores the challenges faced in integrating the proposed QoS negotiation policy into the framework.
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1. Introduction

The Heterogeneous Distributed Information Management for the Infoosphere (HDIMI) project has been conducting research and development in information management technology to support many operational objectives. The objectives of the HDIMI project have their origin in C4I for the Warrior [9]. That document stated the importance of providing individual warriors, whatever their role, with relevant and timely information from the global Infoosphere. More recently, DoD's Joint Vision 2010 [2] has emphasized the key role of information superiority in achieving military success. Information superiority leads to enhanced battle space awareness (understanding of the current military situation) and speed of command (ability to plan and execute operations to meet objectives and to adapt to changing situations). In this paper, we will aim at developing an integrated QoS-resource negotiation protocol which could be applied to the video server system developed as a major portion of the whole HDIMI system. The rest of the paper is organized as follows: In Section 2, we describe the background and objectives of the HDIMI project. Section 3 illustrates the technical approaches of HDIMI. In Section 4, we present the accomplishments of the project. In the following section, we will focus on the design objectives of a continuous media server system and a QoS adaptation protocol for the server. Concluding remarks and future work description will follow in Section 6.
2. Design Objectives

The HDIMI focused on system services and tools to support continuous media (audio, video) in time-critical C^4 applications. Significant accomplishments in that project included:

- A block-based programming model and graphical tool for dynamic construction of complete continuous media applications.
- A multi-resource run-time scheduling component that ensured continued execution of critical applications when system resources are tight, while allowing others to operate with reduced quality of service [15].
- A high-performance multimedia file system.

All of these capabilities were implemented in a Solaris-based system. This distributed environment was the starting point for the HDIMI. We developed extensions to existing data-flow oriented, block-based programming model to support operation flows in addition to data flow, and to handle aperiodic flows in addition to periodic flows. These changes were necessary to implement Active View services, and moved the range of applications well beyond the continuous media applications. Specifically, the HDIMI objectives are to "investigate, develop, and demonstrate techniques for meeting C^4 system application requirements:

- A wide variety of information, including conventional data types and continuous media, stored in a collection of heterogeneous data sources in a distributed environment.
- A means for each application to define its ‘window on the world’ and to specify policies on how closely the window must be kept in synch with the global Infosphere.

- The operation and coexistence of QoS-sensitive C^4 applications and other C^4 applications.
- Quick and easy prototyping of C^4 applications.

... within the framework of an overall layered system architecture." Significant requirements include:

- Support for data types that lack a time dimension. e.g. text, images, and conventional database structures.
- Ability to define a “window on the world”, i.e. an application-or user-specific Active View of the global Infosphere.
- More general notions of Quality of Service for these views.
- Distributed multi-resource management.

3. Technical Approach

The functional components comprising the architecture fall into five categories:

- COTS (Commercial Off-The Shelf) components.
- Presto components [1].
- Revised Presto components.
- New Sonata components.
- Future work such as C^4 applications.

At the outset of the HDIMI project, we proposed to develop the following six major capabilities. Actual accomplishments are listed in the next section.

- Active view management: We will develop Active View capabilities for the multimedia infosphere. This component consists of a declarative view specificat-
ion model and language, and algorithms that map the views specified in the language to a data-flow-oriented, function-block-based program for execution.

- **Block-based programming infrastructure**: Supporting the Active View management, this component consists of a block-based programming interface and view execution mechanisms. The block-based programming model (and an associated program development tool) was designed and prototyped in the Multimedia Database Management System project. We will enhance this model with the capabilities of operation flow support and distributed, location-transparent view definition and execution.

- **Application development tools**: We will extend the visual program development tool prototyped in the Multimedia Database Management System project to support Active View specification in addition to application construction. Further, we will develop a user interface tool to facilitate construction of user interfaces for different applications, and a program analysis tool.

- **Multimedia object management**: We will develop capabilities of heterogeneous data type management and content-based query for the multimedia infosphere.

- **Distributed resource management**: We will investigate and develop distributed scheduling techniques to support the Active View capability. This component will be built on top of POSIX-compliant commercial operating systems.

- **Application Demonstration**: This indicates various demonstration application software components to be built in the system environment. We will develop a set of software components in the context of a DoD demonstration to illustrate the capabilities of all the system components described above.

4. Architecture

We substantially accomplished the HDIMI objectives, as summarized below. Subsequent sections of this paper provide further details.

4.1 Active View Management

We defined Active View services, which involve three major concepts: view, change notification, and history. We have implemented the view and change notification concepts in multiple distributed demonstration applications. The service definitions have proved remarkably robust over time. Active View is an object-oriented framework for distributed monitoring and control applications. This is a broad class of applications that includes, for example, military command, control, communications and computing (C⁴I) and industrial process control.

(Figure 3) Example Distributed C⁴I Application

(Figure 3) shows an example distributed C⁴I application. In this case, the map server, aircraft tracking, and target information are dynamic sources of information. Different parts of the organization are interested in different subsets of the aggregate information. For example, the strategic command is interested in target reconnaissance videos, and various views of the targets to help plan missions. The tactical command is interested in the status of current missions, and their feasibility, both in terms of resources, and timeliness. Having up-to-date information is crucial for good decision making in either scenario. As this example illustrates, this framework has some special needs. First, changes in the situation being monitored must be propagated to the end user/application with appropriate timeliness and information quality guarantees. Second, a wide range of data types, including continuous media like audio and video, and others like text, images and records, must be managed. Finally, there is the requirement to use commercial object-oriented technologies as much as possible.

4.2 Block-Based Programming Infrastructure

It has been observed that the current programming paradigm for developing multimedia software needs some improvement [17, 26]. HDIMI used a data-flow oriented, block-based programming model and execution environment for continuous media applications. The model is based on a data
flow programming approach to facilitate construction of continuous multimedia applications. A multimedia application is visualized as a directed graph, wherein the nodes represent common generic multimedia modules and the edges depict the flow of multimedia streams. The nodes in the graph, called blocks, represent operations that modify streams as they flow through them. The operation parameters of a block are specified through parameter ports. The multimedia streams flow through data ports. Application functions are implemented as blocks and applications are “programmed” by interconnecting their functional blocks. Thus, the model enables the plug-and-play programming paradigm, making application programming easy and efficient and supporting reuse of application software. A program is an application programming model for describing continuous multimedia applications based on the data flow paradigm. It consists of a set of blocks interconnected through data ports by media flow paths. (Figure 4) shows an example of a video-capture-process-display program comprising video camera, motion detection, color filter, and display blocks. (Figure 5) shows example basic program blocks.

(Figure 4) Example Block-Based Program

(Figure 5) Example Block-Based Program

4.3 Application Development Tools

HDMI includes a Program Development Tool (PDT). Using the PDT, a user can construct a program from a library of basic blocks, composing them by connecting output ports to input ports without regard to push/pull port type compatibility. Such a program is called a user program. Separation of the user program from its corresponding system program makes the control flow—the push/pull semantics—transparent to the application programmer and simplifies block-based programming. HDML was unique in providing a software methodology that integrates user-level application development and system-level application execution and in extending the block-oriented programming model with rate and QoS properties to support the temporal constraints of multimedia applications. Applications developed using PDT can be targeted to multiple execution environments. In addition to targeting applications to the Sonata run-time system, the tools can develop applications for the Berkeley Continuous Media Toolkit run-time [20, 17].

4.4 Multimedia Object Management

We evaluated a number of COTS object-oriented and object-relational database management systems to use as a basis for persistent object management and query. We selected Object Design Inc.’s ObjectStore server. We developed tools to facilitate creation of Active Views of arbitrary ObjectStore schemas. We extended Presto’s continuous media file system into a Continuous Media Server (CMS) that supports concurrent retrieval of multiple media streams by distributed clients. CMS is integrated with Active Views. The Continuous Media Server is described further in subsection Continuous Media Server. With AFRL concurrence, we decided not to investigate content-based query of multimedia data. The combination of content-based query and Active View technology is a powerful one for automating intelligence data analysis. For instance, one could define a view that lists enemy tanks in a specified geographic region, given a set of raw images. Computing the view requires executing image analysis algorithms. Our approach had been to integrate existing algorithms in the Active View framework, rather than to innovate in image analysis.

4.5 Distributed Resource Management

Presto included a component that performed admission control and adaptive multi-resource scheduling based on applications’ Quality of Service (QoS) needs. We replaced Presto’s custom-built distributed execution environment with one based on CORBA. Specifically, we use Iona’s Orbix product. While this involved replacing major portions of the Sonata code, we believe it provided the best chance of
transferring the technology to DARPA programs, such as JFACC, that are based on the JTF architecture. We developed a library of reusable view functions that are building blocks for new applications.

4.6 Continuous Media Server

In our Active View System, video processing is handled by a Continuous media (CM) server which has been prototyped. CM servers have recently been a hot research topic for several reasons. First of all, network speed is increasing, thus, in the near future, services like Video on Demand, Teleconferencing, Distance Learning, etc. are very likely to be popular in everyday life. Given the limitations of current network bandwidth, however, straightforward TCP implementations are not suitable for such bandwidth-sensitive applications. TCP has its own flow control mechanisms, error detection and retransmissions, all of which add extra time as well as network bandwidth overhead to the transmission. This causes unexpected and unpredictable delay and jitter time when transferring CM data, while timing is one of the most critical requirements of CM applications. Most CM applications do not need highly reliable transmission. Losing some frames is less important than having too much delay jitter or losing synchrony between streams. Obviously, TCP is not a good candidate for high bandwidth media streaming. Given that observation, the natural questions are: Is UDP suitable for CM applications? How good/bad is it? What are the criteria (QoS) for evaluating it? If it is bad, how do we reduce the lossy property of UDP while still making use of its higher capability of bandwidth for applications that are speed-sensitive like CM servers?, etc.

Secondly, the loss of UDP packets sent over a network is usually caused by buffer overflow. Experiments show that if a sender keeps pushing UDP packets onto the network, even if network bandwidth is good enough to handle it, there still are some lost packets because the consuming time of the receiver is quite large. This applies perfectly to client/server kind of application. For example, with video streaming, the consuming time of a client depends largely on the capability of video cards, which are not always good. This is even worse for audio streams, an 8 kHz audio stream (e.g. telephone voice) can be played only at 64 Kbps. This delay could cause lots of dropped UDP packets if there is nothing done at the client and/or the server. Moreover, buffer overflow can occur at any of the network switches as well. How do we detect and deal with the fact that the client is good enough to handle data but network congestion limits the stream reliability. Next, the fact that human ears are a lot more sensitive to interrupts in voice than human eyes to interrupts in video frames, raises up another natural question: how do we deal with loss of UDP packets in loss-sensitive stream like audio? Moreover, given limited resources like network bandwidth, I/O time (disk seek, latency time), memory capacity, and CPU time, the capability of a CM server shall obviously be reduced as the number of streams (clients) increased. A best effort strategy is simple, but a preferred policy is to deny a request if the CM server knows that it is not able to handle the request. An appropriate admission control algorithm must be adopted for this purpose. Even if all the above problems have been solved, inter-stream and intra-stream synchronization are questions next to be answered. Lastly, we ported our socket-based CM server with CORBA. We used Orbix from IONA Technologies for the CORBA implementation. CORBA-version CM server replaces all C socket calls with stubs and skeletons generated from a pair of CORBA interface definition language (IDL) specifications. Due to the higher fixed overhead of CORBA such as demultiplexing and memory management, this version shows much lower performance. In the following subsection, we will present a design and implementation of a prototyped QoS-driven CM server.

Our CM server system is a typical client/server application. It includes one CM server and multiple CM clients. The CM server has four major components. The Network Manager responds to clients’ connection requests. The QoS Manager is responsible for admission control and I/O scheduling. Each Proxy Server communicates with a client, receiving CM stream operation requests and sending CM data by network. Each I/O Manager reads out CM data from disks for a proxy server. The CM client is relatively simple compared with the CM server. The CM client requests stream-operations (such as open, play, pause, and close) to the CM server, and receives data from the server—in some rate (given by client)—as well as displays the retrieved stream on the screen. It has two main modules: Client N/W Controller and CM Player. The client N/W Controller communicates with CM server. It is responsible for forming requests for starting CM streams, changing playback rate and other QoS parameters, and stopping the connection. Once the CM stream is started, this module keeps receiving data and puts them into common buffers. The client CM player periodically gets a logical data unit from the common buffers and plays it on the relevant display device. Our CM server has several versions to support various Internet protocols and environments such as TCP, UDP, and CORBA.
4.7 Using Commercial Off-the-Shelf (COTS) Products

For many reasons, including development cost and standards in the application domain, we decided to use commercial off-the-shelf products for distributed object services and persistent object management. Choosing the best products for our particular needs was quite important. The COTS products that we picked were Iona’s Orbix and Object Design’s ObjectStore. The application domain standards mandated the use of CORBA [15]. We chose Orbix in view of its dominant presence in the Unix environment. The selection of an object database was much more difficult since there are a plethora of products, but no standard. We chose ObjectStore, based on a survey of OODBMSs [18]. The choice of these products strongly affected the design and implementation of our system.

4.7.1 Object Systems Interoperability

We were faced with the problem of handling three different object systems, i.e., the one that comes with the programming language (C++), the distributed object management system (CORBA/Oribx), and the object database system (ObjectStore). There is enough difference in the three approaches and their abilities that we had to consider interoperability issues. For example, CORBA and ObjectStore have different object granularities—we could model an ObjectStore collection as a CORBA object, but the individual objects that comprise such a collection couldn’t be easily fit into the CORBA model. The CORBA model defines an object by its interface, while the ObjectStore model is tied to the implementation of an object. This tension both helped and hampered us. It helped us in that the two systems affected different parts of the design, and changes made for one did not affect the other too much. It hampered us by increasing the number of variables to deal with in the overall design and implementation.

4.7.2 Distribution

A related issue was that CORBA and ObjectStore have different models of distribution. This strongly affected our model of distribution. CORBA was mainly useful in making our framework support distributed applications. We discovered that, since our framework imposed certain requirements on the style of code written, making it distributed was relatively easy. The transition to using CORBA was reasonably painless, once we understood the conceptual differences in the object models. The ObjectStore model of distribution affected the details of the data transfer among communicating distributed objects.

4.7.3 Database Design

ObjectStore’s implementation exposed reference semantics, which are not naturally modeled by conventional database views. We thus had to make some basic changes to our model to accommodate this.

4.8 Other Issues

Some of the other issues that we considered in designing our framework are:

4.8.1 Choice of an Object-Oriented Language

The choices were C++ and Java. C++ has more mature off-the-shelf products, but Java claims to be the language of choice for distributed objects. We felt that C++ should be the language used, since most of the COTS products for Java weren’t mature enough at the time. We used C++ templates extensively to enforce interfaces, without being too dependent on a class hierarchy to provide it. This was of great help when we had to modify our class hierarchy to accommodate Orbix and ObjectStore. Also, the concept of template traits helped us hide the differences in accessing persistent and non-persistent objects, and differences in accessing local and remote objects.

4.8.2 Real-Time and QoS

We envisioned the application being used interactively, with the presentation of multiple related data-types at the same time. For example, one window would show a map, another would show a video of the same location, and another would list the resources in that area. In enforcing real-time and QoS requirements [28], we were strongly limited, since we had no good model of the behavior of the COTS products that we used. Due to this, we have not yet addressed these issues in our implementation.

5. QoS Negotiation Protocols

Much of the work in networked continuous media server systems [14, 20] has focused on either conservative approaches based on bandwidth peaks or statistical methods that model arrival rates and stream bandwidths with probability distributions and determine a satisfactory level of performance by the disk and network subsystems as a system. However, these schemes lack in their theoretical basis to maximize system utility, and they consider a single QoS dimension for adaptation, degradation, negotiation, and renegotiation. We here propose a novel QoS negotiation protocol which is a mixture of greedy and non-greedy strategy. Gre-
edy approach is the most naive approach to admission control and resource adaptation where applications are admitted as long as there are available resources. On application arrival, the policy admits the application if the resources available is greater than the resources requested. On application departure, the policy just adds the released resources from the application to the resources available. A purely predictive strategy is the other extreme of the greedy strategy where one continuously trades off the expected benefit in the future with the benefit from the current application. Non-greedy strategy is more hard to implement because it is not so easy to make an advanced estimate for the future traffic. A desirable compromise is to have a mixture of these two strategies. Our key idea is to assign a portion of the resources as the reserves and when the applications start to dip into the reserves, the non-greedy strategy is invoked. As a result, we will ensure that most of the time the admission control is simple using the greedy strategy, but when there is a resource crunch some resources are kept aside for the future important applications.

We specify the resource reserves as threshold on the resource utilization. A resource is congested if the resource is opening in its reserve. The admission control protocol is invoked when an application arrives and requests for resources. In case a new application arrives with a certain request for a resource and the resource is not congested, we apply the same policy of greedy strategy. When the resource is congested, the admission control protocol changes to a more conservative policy where smaller and smaller amount of the resources are allocated to the applications. The application agents compute how best to use the resources for maximizing the application utility after the admission control process allocates a certain amount of resources to the application. The application agents tradeoff between the different QoS dimensions of the application and compute the QoS assignment for the application. The QoS negotiation and admission control protocol holds the key to how the current application utility is traded off with the future benefit that the resource can generate for potentially more important applications. There could be several diverse heuristic that we should study in further detail. When applications depart, the application agents return the resources back to the resource pool. These resources are reclaimed by the system and re-distributed to the applications that were admitted with degraded quality. Though there could be various strategies for the redistribution, i.e., resource negotiation, we would propose a strategy which is based on economic Pareto optimality [12] such that the total utility to the applications is optimized. Keeping a portion of the resources in the reserves while there are applications that can use it is inefficient in terms of resource utilization. To improve this performance, we add an additional mechanism that reduces the amount of resources in the reserves if there the resource remains under utilized for a long time period.

To summarize, we show the theoretical background of the integrated QoS and resource negotiation renegotiation protocols below. Given a QoS vector \( \bar{q}_j \), for an application \( j \) with the dimension of QoS parameters being \( l \), the objective function, \( R_j \), for resource allocation is given as:

\[
R_j(\bar{q}_j) = \sum_{i=1}^{l} \frac{R_i(q_{i,j})}{x_{i,j}} \quad j \in [1..n]
\]

If we assume \( R_{total} \) as the total available resources given, the following equations denote the resource constraints and demand for the application \( j \). Here, \( x \) denotes the amount of resource(s) assigned to application \( j \).

\[
\sum_{j=1}^{n} R_j(\bar{q}_j) = \sum_{j=1}^{n} R_j(q_{1,j}, \ldots, q_{l,j}) = \sum_{j=1}^{n} x_j = R_{total}
\]

Henceforth, the resource reclamation protocol with regard to QoS among the competing multimedia applications would be modeled using the following two utility functions, which could be solved by constrained non-linear optimization problem theories such that the total utility should be maximized under the constraints given. The former equation can be applied in case of single resource environments and the latter one for multiple resource environments. Here, \( a_i \) denotes a relative priority of application \( j \).

\[
B_{total} = \sum_{j=1}^{n} a_i \times B_j(x_{i,j})
\]

\[
B_{total} = \sum_{j=1}^{n} a_i \times B_j(\sum_{j=1}^{n} a_i \times x_{i,j})
\]

6. Conclusions & Future Work

The HDIMI has focused primarily on developing broadly applicable information management technology as opposed to C1 applications. The technology is sufficiently mature that it should be used and evaluated in the context of application-oriented programs such as DARPA’s JFACC, Dynamic Database, and Adaptive Information Control Environment (AICE) programs. We will continue to pursue this course of action and solicit AFRL assistance. A second path that can be pursued simultaneously is to extend the capabi-
ilities of the existing QoS provisioning technology in continuous media server systems. Also, to verify the practical performance of the proposed scheme, we should be able to conduct wide simulation studies by taking a video distribution application or a mobile resource reservation protocol into account, in terms of diverse QoS metrics quantitatively measured.
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