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ABSTRACT

In this paper, an implementation method of the efficient image transmission stage using watermarking and channel coding is proposed. Usually, image communication system consists of both a transmitter part and a receiver part. The transmitter part takes charge of copyright protection of the generated image data, and image coding and compression that can deal with channel noises when transmitting. In the transmitter part, we propose a channel coding method which protects both the watermark signal and the original signal for protecting the copyright of image data and solving channel noises when transmitting. Firstly, copyright protection of image data is conducted. For this, image structure analysis is performed, and both the improvement of image quality and the generation of the watermark signal are made. Then, the histogram is constructed and the watermark signals are selected from this. At this stage, by embedding of the coefficients of curve fitness into the lower 4 bits of the image data pixels, image quality degradation due to the embedding of watermark signals are prevented. Finally, turbo coding, which has the most efficient error correction capability in error correction codes, has been conducted to protect signals of watermark and preserved original image quality against noises on the transmission channel. Particularly, a new interleaving method named "semi random interleaver" has been proposed.

키워드: 워터마크(watermark), 채널코딩(channel coding)

1. Introduction

Multimedia services such as Internet and IMT-2000 have been integrated the voice, video and data on a single communication media. But video or image service is more important than voice and data services.

In the near future, image transmission services among the multimedia services are expected to be the main part, whereas voice and data services are reduced to supplementary parts. This shows that the importance of image transmission has been thus grown.

However, the generation of an image requires more expenses and efforts than that for voice and data. Also an image is a visual information. Image quality is therefore very important at the transmission stage.
For this, we propose a new watermarking method for copyright protection of image data. Also we suggest a new methodology which actively copes with noise problems possibly occurring on transmission channels so that the watermark signal is protected and the original image quality is preserved.

The existing watermark methods are divided into two major approaches, i.e., one is a spatial domain approaches [1–3] and the other is a transformation approaches [4–10]. But different watermark signals generation for individual multimedia contents such as session keys in key management systems is important aspect. Also protection of watermark signals and preservation of original image quality are significant topics in multimedia transmission systems. Therefore, we propose new method cope with two existing problem such as different generation of watermark signals for individual images and removal of noises in transmission channels.

For this, in this paper, the image quality is improved through image structure understanding, and the histogram analysis of the improved image provides the watermark signals which uses the coefficients of curve fitting. This method not only automatically provides each different watermark signals but also improves the image quality. Also, by using the coefficients of curve fitting, it prevents image quality degradation due to the embedding of watermark signals. Finally, turbo encoding is performed to prevent watermark signal losses due to the noises on channels when transmitting.

The final aim of this study is the construction of a whole system incorporating transmission and receiver ends for the multimedia data. In the system, this paper proposes a new methodology for the transmission stage, which effectively copes with channel noises possibly occurring when generating and embedding the watermark signal, and transmitting channels so that both the watermark signal and the original image are protected.

Finally the effectiveness of the proposal is verified through various experiments.

2. System Configuration

The overall block diagram of the whole multimedia transmission system to be constructed is like (Fig. 1). From the (Fig. 1), the upper part represents transmission stage and the lower part shows the receiver stage. This paper deals with the generation and protection of watermark signals and Turbo encoding in transmission stage.

For this, we present three parts as the followings.

Firstly, generation of each different watermark signals for individual images and the proposal of embedding method.

(Fig. 2) The overall Block Diagram of the Proposed Module

(Fig. 1) Multimedia Communications System Configuration
Secondly, generation of watermark signals while improving image qualities.

Thirdly, Turbo encoding for the protection of watermark signals and preservation of image qualities when transmitting and the proposal of new interleaver method named "semi-random interleaver."

The overall block diagram of the proposed module is like (Fig. 2)

3. Generation and Embedding of Watermark Signals

3.1 Generation of Watermark Signals

Different watermark signals for individual images such as session keys in key management system is important. For this, we propose the method which is to generate the different watermark signals for individual images. To generate the different watermark signals, we produce the histogram by the analysis of image structures distribution. And then curve fitting is done from the histogram. Also the coefficients of the curve fitting as the watermark signals to preserve the image are embedded to the original images.

The image structure is defined as follows.

Firstly, we calculate the image structures from the given image.

\[
\begin{array}{cccccccc}
L & L & L & S & S & L & S & L \\
L & C & L & S & C & L & S & S \\
L & L & L & S & S & S & S & S \\
S & L & S & S & S & L & L & L \\
S & C & S & L & C & S & L & C \\
S & S & S & L & L & L & L & S \\
S & S & S & L & S & S & L & S \\
S & C & L & S & C & L & S & C \\
L & L & L & S & S & L & L & L \\
L & C & S & L & C & S & S & S \\
L & L & S & S & S & S & S & S
\end{array}
\]

(Fig. 3) The set of image structures

The functions of 'S' and 'L' are defined as equation (1) and (2) respectively.

\[
f_{\text{large}}(X) = \frac{X}{255} \quad (1)
\]

where \( X = |C - L| \)

\[
f_{\text{small}}(X) = \frac{-X + 255}{255} \quad (2)
\]

where \( X = |C - S| \)

The calculation of 'S' and 'L' is accomplished from the above formula (1) and (2). For example, is the value of \( X \) is a 255 then the value of formula (1) is a '1' and the value of formula (2) is a '0'.

Therefore, the above formula (1) and (2) means the gray level difference value.

In this case, if the bright difference \( X \) is between 0.5 and 0.6, the reduction of image entropy is operated. Finally, image quality degradation is checked after applying template matching to decide to which structure of (Fig. 3) the image belongs.

If any degradation is found, average values are applied to restore the original image, i.e., added noises on images when acquiring and pre-processing of the images are removed. The histogram of the resulted image is used to provide watermark signals. To use a histogram for watermark signals, the analysis of the histogram is performed.

Firstly, region segmentation is done. For this, the evaluation function is defined as the ratio of between-variability \((V_b)\) to total-variability \((V_t)\).

Secondly, features of segmented histogram are analyzed and are selected as watermark signals. This is performed applying curve fitting of \( n \)th order on each segmented region. i.e.,

\[
E = \sum_{i=0}^{M} (Y_i - P(X_i))^2 \quad (3)
\]

where \( P_n(X) = \sum_{k=0}^{n} a_k X^k \)

Partial derivatives is applied for finding the coefficients of curve fitting.

\[
\frac{\partial E}{\partial a_i} = -2 \sum_{i=0}^{M} X_i Y_i + 2 \sum_{t=0}^{M} a_{t+k} X_t = 0 \quad (4)
\]

At this stage, we obtain the normal equation as following.

\[
\sum_{k=0}^{n} a_k \sum_{i=0}^{M} X_i^{t+k} = \sum_{i=0}^{M} Y_i X_i \quad (5)
\]

In this paper, parabola curve fitting is adopted.

3.2 Embedding of Watermark Signals

Two pairs of three coefficients of parabola curve fitting
are embedded into the original image as watermark signals. At this stage, as all 18 signals are embedded into the lower 4 bits of image data, as integer values between 0 to 9, there does not occur any image quality degradation. Also the positions of watermark signals are selected using equation (6).

\[ X_{i+1} = (a X_i + C) \mod m \]  

(6)

where \( i = 0, 1, \ldots, 35 \)

4. Noise Removal of Channel in Transmission

To provide a highly efficient multimedia communication service, the channel coding technique capable of effective error correction has been required. For protection of watermark signals in transmitting, we applied Turbo coding technique in the several channel coder such as BCH, RS, [11–15]. We adopted the Turbo coder which has the most efficient error correction capability in the several channel coder. Turbo coding is divided into 3 stages like interleaving, turbo encoder and turbo decoder. We propose a new interleaver method called semi-random interleaver.

4.1 Semi-Random Interleaver

In this paper, a new interleaving method, the semi-random interleaver, is proposed. Let the number of input bits be \( N \), then the size of interleaver is \( N/2 \). The data are sequentially written in the memory in columns.

| (Table 1) Data Input Processing in Interleaver |
|---|---|---|---|
| 1 | 2 | 3 | 4 |
| 5 | 6 | 7 | 8 |

When all the data are stored in the memory, the data are used using random number generation such as <Table 2>. Since the number of input bits is a \( N \), the number of parenthesis in the <Table 2> is the number of random number generation. Finally, the \( (N/2 + 1)^{\text{th}} \) one is put at the last position.

| (Table 2) Writing Procedure in Interleaver |
|---|---|---|---|
| 1(13) | 2(10) | 3(15) | 4(14) |
| 5(9) | 6(12) | 7(11) | 8(16) |

4.2 Turbo Encoder

Turbo coder consists of two RSC (Recursive Systematic Convolutional Code) and an interleaver.

\[
\begin{align*}
X_k & = \sum_{i=0}^{k} g_1 d_{k-1} \quad d_0 = 0, 1 \\
Y_k & = \sum_{i=0}^{k} g_2 d_{k-1} \quad d_0 = 0, 1
\end{align*}
\]

(7) (8)

Here, \( G_1 : (g_{11}) \), \( G_2 : (g_{21}) \) are the generation sequence, which are presented in octal digits. The constituent code of turbo coder is selected considering the transmission rate and error correction capability.

Two RSC codes are regarded as feedback form from the feedback of convolutional code system (Fig. 5) is a practical example, and other various forms can also be configured. The structure of RSC code has an important role affecting the overall performance of turbo code coder, and so do the various constituent codes.

The encoding process is like follows:

Kth information bit \( d_k \) is directly transmitted to the output via the channel, and simultaneously is put into the first
RSC coder, which produces the output $Y_a$.

And the output is interleaved by the interleaver between two RSC coders, which is fed into the second RSC coder producing the output $Y_{3a}$, which is transmitted to the next communication block.

4.3 Turbo Decoder

To decode the output code from two RSC codes, the decoder in the decoder part consists of two serially connected decoders, DEC1 and DEC2.

DEC1 decodes the information bit $d_i$ and the first RSC coder’s output, $Y_a$. The decoded signal by DEC1 is put through the interleaver, and, with the second RSC’s output $Y_{3a}$, is fed into DEC2. The decoded signal by DEC2 is put through the inverse interleaver, and is feedbacked to DEC1, and performs the recursive decoding to improve the performance.

The algorithm used in DEC1 and DEC2 is briefly described as follows:

The information bit is transmitted via the channel as frames of size N. Decoding is performed using MAP algorithm: MAP is an algorithm which observes the all received signal frames and choose the value which has the bigger probability, to be either 0 or 1, at any visual point.

LLR can be defined using state metrics $\alpha_k(m)$ and $\beta_k(m)$ as follows:

$$A(d_i) = \log \frac{\sum_a \alpha_{k}^a(m) \beta^a_k(m)}{\sum_a \alpha_{k}^0(m) \beta^0_k(m)}$$

Here, condition metrics $\alpha_k(m)$ and $\beta_k(m)$ is calculated recursively:

$$\alpha_k(m) = \delta_k(R_k, m) \sum_{j \neq 0} S_{j}^{i}(m)$$

Where $\delta_k(R_k, m) = Pr(D_k = i, S_k = m)/2$ is branch metric, which is affected from the situation of transmission channel. And it is calculated from the transmission rates of both the coder and the channel. The branch metric under AWGN channel is:

$$\delta_k(R_k, m) = \exp \left( \frac{2}{\sigma^2} (x_k i + y_k Y_k^i(m)) \right)$$

Here $S_{j}^{i}(m)$ is the reverse state induced to the state $m$ when the input bit is $i$.

$Y_k^i(m)$ is a output when $S_k(m)d_k = i$ (Fig.7) presents the matrix diagram.

![Fig.6 Turbo Decoder](image)

![Fig.7 Lattice of Forward State Metric](image)

Secondly, $\beta_k(m)$ is the following

$$\beta_k(m) = \sum_{j \neq 0} \beta_{k+1}^j \left( S_{j}^{i}(m) \right) \delta_{k+1}(R_{k+1}, S_{j}^{i}(m))$$

Where $S_{j}^{i}(m)$ is the forward state when the input bit is $i$.

(Fig.8) is the lattice of this
5. Experiments and Observations

The experiments in this paper have been performed on a Pentium CPU based PC using Visual Basic. (Fig. 9), (Fig. 10) and (Fig. 11) show the original image, quality improved image and the histogram respectively. Finally, watermark embedded image is shown in (Fig. 12). Also (Fig. 13), (Fig. 14) and (Fig. 15) show the original image, quality improved image and the histogram. (Fig. 16) is the watermark embedded image. Also semi-random interleaver for Turbo coding is experimented and the performance test results are given in <Table 3>. As shown in the experimental results, each different watermark signal is generated for individual images, which is then embedded into the original images without image quality degradation. Also semi-random interleaver has been proved to be applicable to real time image communication.
6. Conclusions

This paper proposes the method of efficient transmission part in the whole image communication systems. For this, generation and embedding of watermark signals for copyrights and Turbo encoding for the protection of watermark signals and the preservation of original image qualities are proposed. In particular, this proposed digital watermarking method automatically provides each different watermark signals for individual images, which is not possible in the existing watermark techniques. Additionally it improves the image quality.

Future work will seek to address the issues, such as to apply turbo encoding on watermark embedded images.
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