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ABSTRACT

We present a new watermark design tool for digital images and digital videos that are based on human visual system (HVS) characteristics. In this tool, basic mechanisms (inhibitory and excitatory behaviour of cells) of HVS are used to determine image dependent upper bound values on watermark insertion. This allows us to insert maximal allowable transparent watermark, which in turn is extremely hard to attack with common image processing, Motion Picture Experts Group (MPEG) compression. As the number of details (e.g. edges) increases in an image, the HVS decrease its sensitivity to the details. In the same manner, as the number of motion increases in a video signal, the HVS decrease its sensitivity to the motions. We model this decreased sensitivity to the details and motions as an (motion) entropy masking. Entropy masking model can be efficiently used to increase the robustness of image and video watermarks. We have shown that our entropy-masking model provides watermark scheme with increased transparency and henceforth increased robustness.
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1. Introduction

A digital watermark, or watermark in short, is an invisible mark inserted in digital media such as digital images, audio and video so that it can later be detected and used as evidence of copyright infringement. However, insertion of such invisible mark should not alter the perceived quality of the digital media (it is the transparency requirement) while being extremely robust to attack (it is a robust requirement) and being impossible to insert another watermarks for rightful ownership (it is a maximal capacity requirement) [1–4].

This work was supported by the Korea Research Foundation Grant (KRF-2002-003-D0026).
†† Seong-Whan University of North Carolina, Greensboro, NC, US
††† Corresponding author: 2003년 5월 21일, 2005년 8월 21일

Recent years, an overwhelmingly large amount of research work has been done in watermarking digital images for copyright protection. Cox [1] proposed a watermarking scheme that is based on the spread spectrum (SS) communication [1]. In this scheme, DCT is performed on a whole image and then the watermark is embedded in a predetermined range of low frequency AC components. The embedded watermark signal consists of a sequence of real numbers that are normally distributed and it is scaled according to the signal strength of the frequency components. It is a simple watermarking scheme with perceptual weighting consideration. Consequently, Podilchuk and Zeng (P&Z) [2] have extended this scheme using Watson visual model to adapt the watermark to each image and they believed that it could provide a maximum length and maximum power
watermark [2, 3].

We incorporated excitatory-inhibitory interaction between cells into our model in order to maximize the watermark. As the number of details (e.g., edges) increases in an image, the HVS decreases its sensitivity to the details. In the same manner, as the number of motion increases in a video signal, the HVS decreases its sensitivity to the motions. We model this decreased sensitivity to the details and motions as an (motion) entropy masking. In this paper, we have discussed only two of the most popular schemes proposed by Cox [1] and P&Z [2] and compared our proposed scheme with them, because our entropy masking model for watermark design is orthogonal to most of the watermarking schemes. Entropy masking model can be efficiently used to increase the robustness of image and video watermarks. We have shown that our entropy-masking model provides watermark scheme with increased transparency and henceforth increased robustness.

In section 2, we will introduce the basic idea and details of entropy masking model, and show experimental watermarking results using entropy-masking model with conclusion in section 4.

2. Entropy Masking Model for Maximal Watermark

Watermark insertion process uses human visual system properties to make the watermark imperceptible with maximal strength. We use Watson visual model as a baseline model to achieve this task. Watson modelled three different properties of the human visual system: frequency sensitivity ($F_{u,v}$), luminance masking ($L_{u,v}$), and contrast masking ($C_{u,v}$) for each DCT coefficients as in the following equation [5].

\[
L_{u,v,b} = F_{u,v} \left( \frac{X_{b,0,0}}{X_{0,0}} \right)^{a} \\
C_{u,v,b} = \max \left\{ L_{u,v,b} \mid \left( L_{u,v,b} \right)^{1-a} \right\} \tag{1}
\]

where $X_{b,0,0}$ is a DC coefficient of the block $b$, $X_{0,0}$ is a DC coefficient corresponding to the mean luminance of the display, $X_{u,v,b}$ is a $(u,v)$-th DCT coefficient of the block $b$, and $a$ and $\beta_{u,v}$ are set to 0.649 and 0.7 to control the degree of luminance sensitivity and contrast sensitivity, respectively.

In this paper, we introduce a masking model, which exploits HVS cell behaviour. In HVS, lights on the eye ball will first meet retina cells (cones and rods), and they will meet horizontal/amacrine cell and bipolar/ganglion cells. These cells show inhibitory and excitatory reactions depending on the input strength. As shown in the Figure 1, horizontal and amacrine cells (denoted as A, B, C, and D in Figure 1) usually transmit signal to the neighbour bipolar and ganglion cells (denoted as circle in Figure 1), which inhibit their responses (i.e. lateral inhibition) [6]. In this scenario, we will not focus excitatory effect.

(Figure 1) Inhibitory-Excitatory Behaviour of HVS Cells

Watson suggested an entropy-masking concept in his paper [7], and we interpret the lateral inhibition in different way, in such a way that a group different strength cells will show complex strength patterns. As shown in (Figure 2), similarity or statistical non-uniformness of strength will show simple patterns, and naturally introduce an entropy concept. If the complexity of the pattern can be handled (in-bound capacity) in the HVS cells, they will be perceived.

(Figure 2) Lateral Inhibition and Cell Entropy

We made a lateral inhibition model using entropy masking as in the following equation

\[
V_{u,v,b} = \max \left\{ C_{u,v,b} \mid C_{u,v,b} \cdot \left( E_{u,v,b} \right)^{+} \right\} \tag{3}
\]
\[ E_{u,v} = \sum_{x \in N(u,v)} p(x) \cdot \log \frac{1}{p(x)} \tag{4} \]

where \( E_{u,v} \) is the entropy of \( N(X_{u,v}) \) which is a set of \( X_{u,v} \)'s eight neighbours. We used 0.5 for \( \gamma \). If the entropy is large, the \( X_{u,v} \) will get much inhibitory effect from its neighbours so that it will increase its perceptual threshold \( C_{u,v} \). For computational efficiency, we can use a variance of eight neighbours instead of the entropy of them. After identifying the threshold value for each DCT coefficients, we insert watermark into the coefficients as in \( X_{u,v}^{w} = X_{u,v} + JND \cdot w_{u,v} \), where \( X_{u,v}^{w} \) refers to the watermarked DCT coefficients, \( w_{u,v} \) is the sequence of watermark values which takes zero when \( X_{u,v} \) is JND \[2\]. We used \( V_{u,v} \) for JND for our watermark sequence.

For video signals, we extend our model to quantify how much distortion we can put into each frame in a video sequence. As each moving blocks gets faster above some specified threshold, the spatial frequency sensitivity will decrease very rapidly. As shown in the (Figure 3), as the number of motion increases in a video signal, the HVS decrease its sensitivity to the motions.

(Figure 3) Increased motion decreases motion sensitivity

We can model this as motion entropy masking \( W_{u,v} \) which is defined as follows.

\[ W_{u,v} = \max \left[ V_{u,v} \cdot M^{ab} \right] \tag{5} \]

\[ M_{s} = \frac{p(c(b))}{p(C(b)))} \tag{6} \]

where \( M_{s} \) is the motion information of a set \( C(b) \) which the block belongs to, and there are 36 sets for \( C \) as shown in (Figure 4). Motion information for each set \( C \) is computed, and summed up to make the motion entropy for a frame \( M = \sum M_{s} \). \( \eta \) is set to 1.1 for our experimentation.

(Figure 4) Motion Class C(b)

As shown in (Figure 5(b)), the motion entropy increases and decreases as the motion complexity does (Figure 5(a)) in the video sequences. The entropy can be low or high, and also it can be fluctuate or stable which reflects the image characteristics. We used the MPEG-1 motion estimation techniques to find motion vectors for each macro block. After finding motion vectors, we converted them to (magnitude, angle) notation for motion entropy computation.

(Figure 5) (a) Susie Test Sequence and (b) Motion Entropy Trace

(Figure 6) Lateral Inhibition and Cell Entropy
3. Simulation

We applied entropy model to sample images as shown in (Figure 6). We can see that high entropy usually occurs in the edge regions because there are many lateral inhibition reactions and results in high entropy states.

As in the image case, we applied motion entropy model to sample video signals as shown in (Figure 7). We can see that high motion entropy occurs in the area where much motion occurs. Those areas are usually hard to perceive.

We compared our watermarking scheme with P&Z’s and SS scheme in terms of imperceptibility, maximality, and robustness. We used a simple watermarking model as shown in (Figure 8). (Figure 9) shows the watermarked images for Cameraman after applying three watermarking schemes: SS scheme, P&Z’s scheme, and ours. SS Scheme and ours are almost same image quality as original image, but P&Z’s scheme shows some image impairment in some edge portions. However, the signal to noise ratio (SNR) is 29.73 dB for Cox, 39.06 dB for P&Z, and almost 41.89 dB for ours. In the figure, we can also see the difference image that is actually inserted watermark. The SS scheme has very little watermark, which implies that some malicious users can insert invalid watermark. In this aspect, P&Z’s scheme and our proposed method show maximal watermark, and they satisfy the maximal capacity requirement.

To compare the robustness of our scheme, we used Stirmark that is known to defeat all the watermarking system in the world. Stirmark basically simulates a re-sampling process: it introduces the same kind of errors into an image as we would expect if we printed an image on a high-quality printer and then scan the image again with a high-quality scanner [8]. Resulting images after Stirmarking usually do not show any degradation, but there is significant degradation of watermark in watermarked images. Our scheme shows relatively higher detection value (0.515) than Cox scheme (0.566) and P&Z’s scheme (0.130) for Cameraman image.

4. Summary

Inserting maximal allowable transparent watermark, which in turn is extremely hard to attack with common image processing, is an important aspect of watermark design. We presented a new watermark design tool for digital images...
(Figure 9) (a) Original Cameraman image, (b) Watermarked image using SS scheme, (c) Watermarked image using P&Z scheme, and (d) Watermarked image using the proposed scheme, (e) Difference image of SS scheme, (f) Difference image of P&Z scheme, (g) Difference image of the proposed scheme, (h) Enlarged image which shows image impairment in SS scheme along edge portion, (i) Enlarged image which shows image impairment in P&Z scheme along edge portion, (j) Enlarged image which shows no impairments in the proposed scheme.

and digital videos that are based on entropy concept, and it will be used to maximize the allowance of watermark depending on the image characteristics. As the number of details (e.g., edges) increases in an image, the HVS decrease its sensitivity to the details. In the same manner, as the number of motion increases in a video signal, the HVS decrease its
sensitivity to the motions. We model this decreased sensitivity to the details and motions as an (motion) entropy masking. We have shown that our entropy-masking model provides watermark scheme with increased transparency and henceforth increased robustness. We have shown that the proposed design tool provides better results for SS and P\&Z's schemes with adopting entropy-masking model, both in transparency and robustness.
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