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**ABSTRACT**

Fault localization plays a significant role in enormous distributed system because it can identify root cause of observed faults automatically, supporting self-managing which remains an open topic in managing and controlling complex distributed systems to improve system reliability. Although many Artificial Intelligent techniques have been introduced in support of fault localization in recent research especially in increasing complex ubiquitous environment, the provided functions such as diagnosis and prediction are limited. In this paper, we propose fault localization for self-managing in performance evaluation in order to improve system reliability via learning and analyzing real-time streams of system performance events. We use probabilistic reasoning functions based on the basic Bayes’ rule to provide effective mechanism for managing and evaluating system performance parameters automatically, and hence the system reliability is improved. Moreover, due to large number of considered factors in diverse and complex fault reasoning domains, we develop an efficient method which extracts relevant parameters having high relationships with observing problems and ranks them orderly. The selected node ordering lists will be used in network modeling, and hence improving learning efficiency. Using the approach enables us to diagnose the most probable causal factor with responsibility for the underlying performance problems and predict system situation to avoid potential abnormalities via posting treatments or pretreatments respectively. The experimental application of system performance analysis by using the proposed approach and various estimations on efficiency and accuracy show that the availability of the proposed approach in performance evaluation domain is optimistic.
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1. **Introduction**

Self-managing or Autonomic Computing is becoming to...
to users for running their applications successfully. Autonomic computing [2] appears on the field of Information Technology as a challenging topic, which implies that system can recover from faults on its own initiative instead of system administrators’ direct handling, for the purpose of providing and maintaining high quality of service without interrupted exceptions. Faults are unavoidable in whole lifecycle of computer systems, and there tasks to remove them immediately for maintaining continuous operations. Therefore, self-managing is urgently required in the evolution of today’s autonomic computing systems. Fault localization using Artificial Intelligent techniques generate a variety of challenging applications in an automated way to provide various fault analysis techniques that are applied to diverse fields such as performance evaluation domain.

As increasing complexity in current distributed computing systems, information of system performance is not enough as we need to analyze the root cause of currently observed problems, and the exceptions and abnormalities occur without any anticipation in most instances. Moreover, such uncertainty and noise are the main and unavoidable problems and must be solved in real-life scenarios. Most of existing techniques [3] that focus on analyzing causes or symptoms based on defined rules or cases are not competent in many cases. It is not popular in uncertain domain with missing information and inferring with low accuracy.

Problem localization is a process of deducing the exact root cause of problems based on a set of observed information. Clearly, it is critical to designing an effective self-managing system that determines and solves problems automatically to improve system reliability and quality of service. However, many fault localization techniques use deterministic and probabilistic inference for fault diagnosis and prediction. There are unsolved problems such as overfitting and generalization in recent works. In this paper, we propose an approach to fault localization based on Bayesian network learning to provide probabilistic dependency analysis which is used to localize or predict exact cause of performance problems under given observation in ubiquitous computing environment. We extract node ordering lists that derived from preprocessing course to construct probabilistic dependency model, which improves the efficiency of modeling without degrading the quality of learning.

Following the proposed approach in system performance evaluation domain, bidirectional probabilistic inferences are possible to lead to determining location of performance problems and hence achieving self-managing capability. The ability to take appropriate treatments in large-scale computer systems corresponding to inference results brings benefits in improving system reliability.

The rest of this paper is organized as follows. First, we provide related work on various machine learning techniques for problem determination, and list some problems included in existing research. Second, following the introduction of Bayesian network fundamental, we describe in detail the proposed approach to fault localization using Bayesian network, especially in the improved modeling process which include preprocessing. Third, we show a straightforward application using the proposed approach and discuss the implementation of probabilistic dependency analysis for self-managing. At the last section, we give our conclusion of the paper and show the future work.

2. Related work

Self-managing system tasks in Ubiquitous environment such as real-time fault localization and problem diagnosis, call for higher levels of automation. Many recent studies introduce various methods for automated system management [4], trying to explore new approaches to improve self-managing capability, and hence improve system reliability, such as IBM self-aware distributed systems and Sun fault management in predictive self-healing.

IBM research on self-aware distributed systems aims at automating an increasingly complex and expensive task of real-time problem diagnosis in large-scale distributed system by using state-of-art machine learning - Bayesian inference, probabilistic reasoning and information - theoretic approaches. It shows an architecture of diagnosis system called RAIL (Real-Time Active Inference and Learning), which uses the probe outcomes to make inferences about the system state, and actively requests the next most-informative probes to improve its diagnosis [5]. Thereby, such fault diagnosis is implemented based on assistant cooperation such as intelligent probing techniques. The probing technique imposes a cost, both because of the additional network load which they entail, and also because the probe results must be collected, stored and analyzed.

The Sun Fire X4500 server features the latest fault management technologies. This technology is incorporated into both the hardware and software of the server. Predictive Self Healing introduces a new software
architecture and methodology for fault detection, diagnostics, logging, and system service management across Sun’s product line. There are two major components in Predictive Self Healing [6]: Fault Management Architecture (FMA) and Service Management Facility (SMF). FMA is a new software infrastructure to stream error detection, diagnostics, recording and fault handling. SMF is a new framework for simplifying management of Solaris system services. Working together, Solaris Predictive Self Healing allows application to proactively respond to a faulty event and correctively perform actions as necessary.

A critical event prediction for proactive management [1] is proposed to build a proactive prediction and control system for large clusters, collecting event logs containing various system reliability, availability and serviceability (RAS) events, and system activity reports (SARs). After the 'raw' system health measurements are filtered, the variables are used for establishing event correlations either through prediction algorithms or root cause solutions using probabilistic networks, including time-series, rule-based classification and Bayesian network models.

Actually, the existing fault localization techniques can be classified into two categories: dependency based methods and non-dependency based methods. However, recent fault localization techniques using machine learning approach such as rule-based or case-based inferences will bring problems because most of them rarely consider relationships between collected information, which are inefficient in the case of uncertainty. 1) The larger the numbers of levels of considering components, the more generated rules are needed, which makes the system experience high overload and low efficiency. 2) All rule or case generations should be user-defined in advanced. 3) All created rules or cases are impossible to be comprehensive, which implies that one event occurred may not be included in the existing aggregation.

Various machine learning techniques are used in the autonomic management of computing system. However, most of them rarely consider mutual relationships between observed parameters. Generally, probabilistic inferences must be done in an environment of uncertainty where the domain information is incomplete and incoming data is uncertain or partially unavailable. In the case of such a situation, with the fact that there are somewhat interrelated relationships between various system metrics, we can start with representing a probabilistic dependency model among system elements rather than deeming them mostly independent in large scale distributed application domains.

Therefore, we consider the Bayesian network algorithm which is widely used as probabilistic dependency model. Using Bayesian network algorithm to perform fault localization that includes both root cause analysis and proactive problem prediction functions for self-managing system, we should emphasize the method of modeling a compact structure by following an improved process. There are already some works that use Bayesian network for diagnosis or problem localization. A decision support system based on Bayesian Belief Networks was described in [7] to diagnose the problems of a typical enterprise web site that utilizes HTTP Servers, firewalls, messaging servers, and single sign-on. Bayesian networks have been used for developing self-aware services to detect any anomaly in their own behavior while functioning on the internet [8]. As performance problem localization is required to provide self-healing capabilities and deliver the desired quality of service (QoS) in distributed, service-oriented environments, an automated approach to identifying system elements causing performance problems was presented by building on a Bayesian network model that supports probabilistic inference among service elapsed times to end-to-end response time [9]. Bayesian reasoning techniques are applied to perform fault localization in complex communication systems while using dynamic, ambiguous, uncertain, or incorrect information about the system structure and state [10]. However, as we know, structure learning is the main issue when using Bayesian network method. Recently, more researches are induced to learn Bayesian network from data automatically despite that Bayesian network structure can be created by experts based on domain knowledge [11], which is expensive in terms of time and cost, and also manual designed model may be disputed as it is unalterable and unable to reflect to the real-time changes of data. However, most of them are difficult to be carried out in complex domain that should consider a great number of factors, which brings overfitting problem that is one of the main issues in using machine learning. In order to solve the problems that appeared in existing works, we improve the whole process of Bayesian network learning and add the preprocessing which includes parameter selection and parameter ordering to support efficient modeling, and hence overcome the overfitting problems.
3. Fault Localization for Self-Managing

A key essential of self-managing is the ability of the system to perform real-time inferences and learning about its own behavior, to diagnose and predict various problems and performance degradations, namely, the capability of self-awareness. "Suit the remedy to the case". Only with the root cause of a problem can we make the system take appropriate actions or repair strategies to solve the problem. Furthermore, adding proactive prediction ability makes it prevent from unexpected loss through pretreatment, and hence achieve automated system management. Therefore, fault localization based on probabilistic dependency analysis contributes to self-managing for the purpose of determining root causes of problems and predicting problematic situations such as potential problems that going to occur.

3.1 Bayesian Network based Fault Localization Model Structure

In this paper, we use probabilistic machine learning method, which is mainly used as a modeling tool, to propose a dependency model structure for fault diagnosis and prognosis in self-managing systems. In terms of accuracy and efficiency of diagnosing problems and predicting potential problems, we can deal with the data in the raw beforehand, where the relative parameters in an order are extracted for the next modeling step. Fault localization includes diagnosis and prognosis is executed on the created model via probabilistic dependency inference. It infers the likelihood that a factor is in one state which is dependent on other factors' states that reflect the degrees of confidence. Bayesian network based fault localization model structure for self-managing is described in (Fig. 1) as follows:

First, system real-time performance data which also includes the system health states stored in the log file of the target system is collected via monitoring. Second, the information collected from the system log file, is consisting of real-time continuous parameters, should be filtered and discretized. Third, the preprocessing phase, mainly affects the modeling and inference, is processed in advance. Herein we propose an approach based on analyzing information theory among filtered parameters to select a certain parameters that mostly influence on the problematic factors and rank them in an order. Fourth, make Bayesian learning for modeling Bayesian belief network, which includes structure learning and parameter learning. Structure learning finds a network structure that is most probable matching to the training data. Parameter learning decides on the conditional probability table of each node by learning from training data given a constructed network. Fifth, define the degree of confidence information, which is called evidence by presenting as probabilities, including hard evidence and soft evidence. Sixth, post decided evidences to created network to reason out \( P(\text{Cause} \mid \text{Effect}) \) or \( P(\text{Effect} \mid \text{Cause}) \) in different cases to determine high impact factor of faults or predict potential problems under certain conditions. Finally, determine the parameter with the highest probability in the network after probability propagation when making inferences. According to inference results, it can take corrective repairs on running system in order to keep continuous operation without pause. In order to control system real-time behavior, we collect system real-time health information and detect faults. Through machine learning based on analyzing the information such as low level system metrics and higher level system state metrics, root cause of fault or potential problem is fixed as described at (Fig. 2).

By analyzing statistic data from a given system, we can find patterns without knowing the inner running mechanism and conduct fault localization based on it. We can predict the potential problems beforehand and notify
the alert system to prevent error occurrence, which procedure is called fault prognosis. Fault diagnosis is the opposite process, which analyzes and diagnoses causes of problems under the current system situation. However, both of them are included in the proposed approach based on Bayesian theory, which is used as machine learning for self-managing.

3.2 Fundamental Bayesian Network

Bayesian network is a graphical structure to represent and reason about an uncertain domain, including nodes that represent random variables of interest in the domain and arcs that represent conditional dependencies between pairs of variables. A link between two nodes only implies a direct influence of parent node over child node in the sense that the probability of child node is conditioned on the value of parent node, and two nodes may have a link between them even if there is no direct cause [12]. The formula (1) expressed below is a simple format of Bayes’ rule.

$$P(A | B) = \frac{P(B | A) \cdot P(A)}{\sum_i P(B | A_i) \cdot P(A_i)}$$  (1)

For more complex problems, it also has a mechanism that can propagate probabilities via extending Bayes’ Rule throughout the whole network automatically. If a Bayesian network encodes the true independence assumptions of a distribution, we can use a factored representation for the distribution as follows:

$$P(x_1, ..., x_n) = \prod_{j=1}^{n} P(x_j | x_{j+1}, ..., x_n)$$

$$= \prod_{j=1}^{n} P(x_j | Pa(x_j))$$  (2)

Formula (2) shows that instead of the full joint distribution, we need only the conditional probabilities of a variable given its parents, which is based on Markov assumption. A distinct characteristic of Bayesian network is that it is especially useful in uncertainty domains with information about the past and/or the current situation being vague, incomplete, and conflicting. It’s easy to explain how a system arrived at a particular recommendation, decision, or action as it can represent probabilistic relationships between nodes dynamically. Furthermore, Bayesian Network can be run in multiple directions, including bottom-up and top-down, which features of Bayesian Network are applied in this paper. Another feature is that it can post evidence to a Bayesian belief network to predict a result or to diagnose a cause based on analyzing current beliefs. The evidence is information about a current situation and beliefs are the probability that a variable will be in a certain state based on the addition of evidence in a current situation [13].

Based on all characteristics of Bayesian network, we can improve the whole process of Bayesian network modeling different from the existing modeling process. A preprocessing course is added to provide mechanism for modeling which is very efficient in the case of considering large number of parameters, and hence solving overfitting problems in the fields of machine learning.

3.3 Preprocessing of Bayesian Network Modeling

Learning Bayesian network from data gives a solution to overcome the limitation of static model created by hand via tracing and analyzing real-time data. Thereby structure learning plays an important part in the whole course and the final results are a direct result of the structure, especially in the case of that having a great number of parameters. The existing researches have begun to investigate methods for learning Bayesian network from data automatically, trying to find the structure that is most probable adapting to the observing information, and it can deal with missing data and hidden variables. The score based search method uses approximate search algorithms to construct candidates and measures them using scoring evaluation. On the other hand, the dependency analysis method starts with analyzing dependency relationships between nodes to construct a network. However, both methods are not suitable and are difficult to be carried out when there are larger data, which brings overfitting that is one of the main issues in using machine learning. The overfitting phenomenon occurs when too many parameters are considered in a given domain. In building Bayesian network structure, it occurs when presenting all parameters in a learned structure. Therefore, in order to solve such problems and make structure learning more efficient, we can provide a preprocessing course for collected information before learning. Given the training data, it selects certain relative factors in an order, and then enters into the next step of structure learning, on which dependency analysis and probabilistic inference are based. (Fig. 3) depicts the brief presentation of preprocessing in Bayesian network learning.
When considering too many parameters in structure learning, in order to solve such problems and make structure learning more efficient, we can add preprocessing to improve the whole process of constructing a Bayesian network. Although there are some researches [14][15] on attributes ordering for constructing Bayesian network from databases, the preprocessing in this paper uses different mechanism to extract parameter ordering.

The course of selecting parameters is described in detail as follows:

**First**, all the collected parameters are divided into two parts, including observing parameters and problematic parameters.

**Second**, it computes information gains between a problematic parameter and one of observing parameters.

**Third**, for each problematic parameter, all computed information gains are ranked from maximum to minimum in a list.

**Fourth**, combining the gathered lists of all problematic problems, observing parameters with the mean information gain that exceed defined threshold value are selected and returned as a list including all problematic parameters.

**Fifth**, from the selected observing parameters, two parameters are selected from the head of the list. Then two parameters are stored in a set with order according to the computing results of mutual information by exchanging positions of two parameters. However, the operation is stopped when a close loop appears and continued to run until all parameters are considered.

**Sixth**, all parameters presented as pairs in the set are realigned to a single list.

**Finally**, a certain observing parameters with order are returned as final output.

From the given large dataset with more parameters, it can only choose factors that are more relative with focusing problems, which downsizes the number of factors by using information theory method based on analyzing mutual relationships. From the above course, we can find that problematic parameters are not considered when ranking selected parameters, which implies that all problematic parameters are independent of each other when learning. The anterior parameter may have direct influence on the posterior one in the order, and all observing parameters may have influences on each problematic parameter, because each problematic problem has the same ordering list only with different problematic factor as the last one.

3.4 Methods of Modeling

Recently many methods for structure learning [14] are developed, finding the structure that is most probable to training data. In this paper, a certain parameters with order are taken as input to create a fine-grained model by analyzing conditional independency evaluation between all pairs of nodes. It should be emphasized that the Bayesian network implies conditional independencies via showing conditional probability tables for leaf nodes having direct parent nodes. A structure learning mechanism computes mutual information introduced for pairs of node to reflect different degrees of dependency relationships among them.

In order to build Bayesian network structure for problem localization, it not only to find simple relationships between causes and effects but also to dig out the dependency relations between causes, which enable us to construct a more compact network for problem localization based on probabilistic inferences, as given in (Fig. 4).
With the help of preprocessing of observed parameters, it can determine the direction of arrow in the network when analyzing two nodes have conditional dependency relationship. During other structure learning methods, it can reduce computing complexity and will be efficient especially in the case of much more parameters with large database.

4. Illustration and Evaluation

In rapid growing internet systems in ubiquitous computing era, Service Level Objectives (SLOs) [16] are related to high quality of service such as response time and request throughput as they are a key element of a Service Level Agreement (SLA) between service provider and customer to estimate system reliability. For complex distributed computing system, a huge number of parameters which observed by varied exterior instruments, can represent the whole system status at random time. Fault localization capability in performance evaluation can find which factor of system metrics is directly related to the underlying performance problems by analyzing observed parameters, which consists of performances of individual servers or processes, capability of network, hardware and software, dynamic variation resource utilizations by different type of client requests. Performance parameters such as response time or throughput exceed a certain threshold is also considered as problem or fault. According to the results of probabilistic inferences, the parameters that are responsible for current fault of performance is determined and repaired pertinently. Oppositely, the potential performance problem can be prevented in advance by taking repair strategies.

4.1 Experimental Illustration

First of all, it collects and filters performance data of interest which can be used to analyze from system log files, including utilizations of CPU, memory, disk utilization, bandwidth that logged in a server, and detects information such as threshold violation in response time and throughput. Then, each parameter should be categorized into corresponding classes according to given criteria, as shown in <Table 1>.

Collected parameters are taken as input to choose the relative parameters in preprocessing which are highly related to occurred SLO violations. Based on learning the training data, observing parameters are ranked by using the proposed preprocessing approach. Finally, it returns a node ordering list containing selected parameters. Referencing to above table, the anterior six parameters are defined as observing parameters and the following two parameters are defined as problematic parameters. In the first step of preprocessing, two observing parameters are removed from the set after analyzing information gains on the training data. Then the remaining parameters are ranked in an ordering list without problematic parameters like this:

\[ V_{cpu} \rightarrow V_{mem} \rightarrow V_{bandwidth} \rightarrow V_{client} \rightarrow P_{response} \rightarrow P_{throughput} \]

Following the predefined assumption, the problematic parameters response time and throughput are independent of each other. Finally, the returned parameters with order are applied into construct Bayesian network for probabilistic dependency analysis. The flowchart of the preprocessing is shown in (Fig. 5) as follows:

![Flowchart of Preprocessing](image-url)
We use Belief Network PowerConstructor software [17] which takes a data set and optional domain knowledge as input and construct a Bayesian network for the data set including both structure and parameters as output. (Fig. 6) describes the created and complete Bayesian network after parameter learning. We can see that the created structure is a compact hierarchy model after learning from certain parameters and ordering list. Different from the simple two-layer structure of Bayesian network, it discovers and represents internal dependency relationships between each pair of causal parameters in the network structure, which makes the model compact and makes the inference results more correct with smaller error rates. After structure learning, parameter learning fixes conditional probabilities for each node under given structure and training data.

Given the convinced states of several parameters, and it makes the known state with assured belief, which operation can change beliefs of all nodes that related to such one node after probabilities being propagated throughout the whole network. As mentioned above, the evidence is information about a current situation, and belief is the probability that a variable will be in a certain state. According to them, we can find the answer which we need by adjusting the beliefs of states of one node, and also can discover that how the nodes affect each other.

For instance, when a violation of response time is observed, which means that it makes response time be of ‘error’ state, we have the evidence of response time by changing the belief of ‘error’ state of response time to 100% and the other states with 0%. After then, the most probable impact factor can be decided by finding the ‘low’ state of one node with max probability comparing to the worse states of other nodes, namely ‘low’ state of bandwidth. Therefore, we can say that the root cause of response time is bandwidth, and the causal factors can be ranked from max probability to min probability of ‘low’ state. The propagation of probabilities is shown in (Fig. 7).

On the other hand, when the utilization of CPU resource arrives over 95% which means that it belongs to ‘high’ state, so we adjust the believe of ‘high’ state of CPU to 100% evidence. Then we can see that the probability of ‘error’ state of throughput gets up to the max one, which stands for that there will be a fault of throughput appeared in coming time. The changed probabilities propagation is showed in (Fig. 8).

Applying the testing data to the model, the rate of validity is up to over 85%. Thereby, these results derived from probabilistic inferences based on the proposed fault localization using Bayesian network are very helpful for system to take correct repairs to figure out faults or to avoid potential performance faults in advance. From the created Bayesian network model, it’s easy for us to understand how the nodes affect each other based on changing the evidences of nodes with dynamic representation.

4.2 Evaluations

For proving the effects of the proposed Bayesian network approach to fault localization for self-managing in performance evaluation, we apply testing data into the built model then compare the results with actual results.
At first, we evaluate time consumption of structure learning and error rate given different numbers of parameters, showing that the obvious effect when using a certain number of parameters that are highly related with the domain. From (Fig. 9), as the number of parameters grows, the time consumption mounts up but the error rate of detecting faults drops, and we can find that the number of parameters corresponding to the crossing of two elements can be chosen as the appropriate quantity of considering parameters in such domain.

Comparisons of time consumption and accuracy are evaluated in the case of selecting certain parameters applying preprocessing or not. <Table 2> can tell us that with node ordering list, there are both improvements on time consumption and accuracy of inference results. For accuracy of root cause analysis, we estimate the position of the exact cause of current problems in the rankings that include all causal parameters after inferences with different numbers of parameters. Like the results showed in <Table 3>, the average ranks of root causes with ordering are quite close to that without ordering.

As shown in <Table 4>, the comparison of structure learning under given certain quantity of parameters shows that taking an ordering list as input of structure learning can bring high efficiency and accuracy whatever learning methods are used.

### 5. Conclusion

In this paper, an approach to fault localization using Bayesian network for self-managing is proposed especially in performance evaluation domain for improving system reliability. In order to improve the performance of learning with domain knowledge, an improved learning process is provided before structure learning. Using the proposed method, we can create a hierarchical network that represents direct relationships between nodes with high efficiency and accuracy, which we use to make probabilistic dependency analysis to determine the exact root cause of system performance problems. Different from other existing researches on using Bayesian network, it adds preprocessing course to extract a certain parameters as a node ordering list for contributing to modeling Bayesian network efficiently. In order to prove the availability and efficiency of proposed approach, we perform it on system performance evaluation domain using the proposed fault localization for self-managing and make comparisons under different conditions.

Since performance management or improvement requires more high level of autonomic functions, we will continue pay attention to using machine learning which is considered as an artificial intelligent approach to learning real time streams of events that expresses the system situations. There are many algorithms, including time-series, decision Tree, case-based reasoning, rule based reasoning that can be integrated for particular mechanism in various fields. It can provide advanced
functions by using these methods synthetically.
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