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ABSTRACT

Medical image watermarking has received extensive attention as wide security services in the healthcare information system. This paper proposes a blind medical image watermarking approach on the segmented gray-matter (GM) images by utilizing discrete wavelet transform (DWT) and discrete cosine transform (DCT) along with enhanced suppressed fuzzy C-means (EnSFCM) for the optimal selection of sub-blocks position to insert a watermark. Experimental results show that the proposed approach outperforms other methods in terms of peak signal to noise ratio (PSNR) and M-SVD. In addition, the proposed approach shows better robustness than other methods in normalized correlation (NC) values against several attacks, such as noise addition, filtering, JPEG compression, blurring, histogram equalization, and cropping.

Keywords: Medical Image Watermarking, Fuzzy C-means, MRI Image, Discrete Wavelet Transform, Discrete Cosine Transform

1. Introduction

With the fast advancement in information and communication technologies, new challenges have arisen in the context of easier access, manipulation and distribution of medical data in healthcare delivery and medical data management systems. At the same time, these advances come along with new threats for inappropriate use of medical information[1, 2]. The necessity of fast and secure transmission in order to prevent unauthorized accesses is vital in the e-health environment. The typical e-diagnosis model is shown in Fig. 1, where medical images can be sent by a patient through the internet to a primary physician and the primary physician can also transfer the images to another physician. The medical images are then stored in the patient historical database for future diagnosis[3].

Security of medical information derives from strict ethics and rules that dictate three major characteristics: confidentiality, reliability, and availability. Confidentiality means that only the authorized person can access to the medical information. Reliability has two aspects: integrity and authenticity. Integrity means that the information should not be modified by any non-authorized people. Authenticity means that the information should be
originated from the correct source. Availability means that entitled users have the ability to use the information in the normal condition of access[4].

There are three main applications for inserting the watermark in the medical domain: 1) data hiding to facilitate the data management, 2) security control to verify that the image is intact, and 3) authenticity to prove that the image is really what the user supposes it is [5-6]. To facilitate these applications, we have to trade off among three basic requirements: robustness, capacity, and transparency. Robustness inhibits the ability of resisting intentional or unintentional image processing operations. Capacity is the maximum amount of information that can be hidden without degrading the image quality. Transparency refers to the similarity of the watermarked image with the host image [7]. Most medical image watermarking researches have focused on developing watermarking systems that preserve image fidelity as well as robustness. In this paper, we propose a suitable tailored watermarking approach for medical images that utilizes discrete wavelet transform (DWT) and discrete cosine transform (DCT) along with enhanced suppressed fuzzy C-means (EnSFCM), which is insensitive to the fuzzy factor and yields better segmentation performance, for selecting the position of watermark, maintaining the robustness and ensuring the safety of medical data.

The rest of the paper is organized as follows. Section 2 summarizes previous related research. Section 3 describes the embedding and extracting procedure of the proposed approach. Section 4 evaluates the validity of the proposed approach, and Section 5 concludes the paper.

2. Related Research

Researches in the field of medical image watermarking (MIW) are categorized into three applications: 1) authentication, 2) data-hiding, and 3) combined authentication and data hiding. Authentication application is used to identify the source of the medical image, where watermarks are located at the regions or pixels of the image. Data-hiding application is used to hide information in the image, maintaining the imperceptibility high. Depending on the purpose of the watermarking (authentication, data hiding, or both), a proper watermarking technique is chosen accordingly[8].

Chao et al. proposed a data-hiding technique called the bipolar multiple-number base to provide capabilities of authentication, integration, and confidentiality for an electronic patient record (EPR) transmitted among hospitals through the Internet[9]. The algorithm is based on substitution and permutation operations, and the confidentiality is achieved by decrypting the entire message not only with digital signatures, but also with the exact copy of the original mark image and hidden image. Zhou et al. proposed a watermarking method to verify the authenticity and integrity of digital mammography images[10]. In this method, both the digital signature and patient data are encrypted to form a digital envelope which is embedded into the least significant bits (LSBs) of randomly selected pixels of the image. In [11], a frequency domain technique based on discrete wavelet transform (DWT) with quantization methods was proposed to embed multiple watermarks for security and proper diagnosis. Acharya et al. introduced an LSB technique of embedding EPR data in medical images [4]. In this technique, text data was encrypted before interleaving with images to ensure greater security. Amirgholipour et al. proposed a combined DWT and discrete cosine transform (DCT) technique, where a scrambled logo was embedded in certain coefficient sets of 3-level DWT of host images[12]. They exploited the properties of both wavelet and cosine transform to embed watermark information in the most robust and imperceptible part of the image. In [13], the fuzzy c-means (FCM) and DCT-based watermarking approach was proposed. This approach achieved imperceptibility and robustness by detecting suitable DCT blocks in which watermarks were embedded. However, it works on a particular modality of medical images.

To enhance the performance of medical image watermarking, we propose a hybrid approach that incorporates DWT and DCT along with FCM for the optimal selection of position to insert a watermark. Experimental results show that the proposed approach achieves high PSNR (about 43dB) and low M-SVD value (about 17). In addition, we compare normalized correlation (NC) values of the proposed approach and other methods
to evaluate the robustness against several attacks including noise addition, filtering, JPEG compression, blurring, histogram equalization, and cropping.

3. The Proposed Medical Image Watermarking Approach

3.1 Watermark Embedding Procedure

Fig. 2 show the proposed watermark embedding procedure. The original MRI images are segmented into three different classes including Gray Matter (GM), White Matter (WM) and Cerebra-Spinal Fluid (CSF) by using an Enhanced Suppressed Fuzzy C-Means (EnSFCM) algorithm[14] which is insensitive to the fuzzy factor and yields better segmentation performance. SFCM gives the highest priority to the biggest membership and suppresses the others. It modifies the membership function using following equations

\[
\mu_{pk} = 1 - \alpha \sum_{i \neq p} \mu_{ik} = 1 - \alpha + \alpha \mu_{pk}
\]

\[
\mu_{pk} = \alpha \mu_{pk} \quad i \neq p
\]

where \(\mu_{pk}\) implies that data point \(x_k\) belongs to the largest cluster \(p\) and \(\alpha\) is a suppression factor with a range of \([0, 1]\). When \(\alpha = 0\), the algorithm is equal to the hard c-means (HCM) clustering algorithm; and when \(\alpha = 1\), the algorithm becomes FCM algorithm. So, SFCM establishes reasonable relationship between HCM and FCM clustering algorithm.

In order to embed the watermark, GM images are selected because the act of introspection links to the anatomy of the gray matter of our brain. In addition, GM images represent high signal intensity and good textural properties[15]. Firstly GM images are divided into 8 x 8 blocks. To increase the perceptual imperceptibility, we utilize FCM to choose the position for watermark embedding. To build a data set for FCM, we calculate the energy, contrast and entropy from each block. Cluster centroids and lower membership values are used for choosing suitable blocks for watermark embedding. Steps of the embedding process are given below:

Step 1: The original image is segmented by using EnSFCM and then GM image is taken as a cover image for concealing watermark.

Step 2: The GM cover image is divided into 8 x 8 blocks, and we calculate energy, contrast and entropy of each block. We then build the dataset \(P = \{\text{Energy}, \text{Contrast}, \text{Entropy}\}\) as an input of FCM.

Step 3: Suitable blocks are chosen based on the membership value of FCM to embed a watermark.

Step 4: Selected blocks are transformed into frequency sub-bands by using 2-level DWT. HH1 band is then selected because the higher sub-band has better concealing effect for embedding watermark.

Step 5: DCT is applied to each HH1 sub-band and then the mid-frequency coefficients are extracted from the transformed blocks.

Step 6: The watermark text image is scrambled with an Arnold algorithm for \(k_1\) times and then the scrambled watermark is obtained. Scrambled times \(k_1\) are used as the secret key.

Step 7: Two uncorrelated pseudorandom sequences are generated in which one sequence is used to embed the watermark bit 0 (\(p_n0\)) and the other one for watermark bit 1 (\(p_n1\)). The scrambled watermark is embedded in the mid-frequency DCT coefficients. Let \(X\) is the mid-frequency coefficients of the DCT transformed block, and then the embedding is done as follows:

\[
\begin{cases} 
X' = X + \alpha^* p_n0 \\
X' = X + \alpha^* p_n1 
\end{cases}
\]

Step 8: Inverse DCT (IDCT) is applied to each block after coefficients have been modified. Then, these modified blocks are converted back to the spatial domain by performing 2-level IDWT and the watermarked GM image is found. The linear combination of watermarked GM image with WM and CSF image is finally performed in order to get the final watermarked image.

A brief introduction for DCT, DWT, and FCM is given below.

1) Discrete Wavelet Transform

Discrete Wavelet transform (DWT) is a technique that decomposes an image into low, middle, and high
frequency bands by applying a 2-dimensional filter. It provides both frequency and spatial description of an image [16]. The anisotropic properties of human visual system (HVS) can be presented by using DWT. The filters divide the image into four non-overlapping multi-resolution coefficient sets, such as a lower resolution approximation image (LL1) with horizontal (HL1), vertical (LH1) and diagonal (HH1) detail components. It represents two types of coefficient sets in which LL1 sub-band represents the coarse level coefficients, while other three sub-bands present the finest scale wavelet coefficients. The spatial-frequency localization properties of the wavelet transform is better than those of discrete Fourier transform (DFT) and discrete cosine transform (DCT) to exploit the masking effect of HVS [7]. For this reason, we manipulate DWT to choose a proper sub-band in terms of robustness and imperceptibility.

2) Discrete Cosine Transform

Discrete Cosine Transform (DCT) is a technique that converts a signal into elementary frequency components [17]. The transformed matrix consists of AC and DC coefficients. In the DCT transformed block, the top left corner element is called a DC coefficient that is perceptually significant, and the remaining coefficients are AC coefficients that are perceptually insignificant. In order to obtain the frequency components of an image, these coefficients are zig-zag scanned in decreasing order and computed as follows:

\[
y(u, v) = \sqrt{\frac{2}{M}} \sqrt{\frac{2}{N}} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} x(m, n) \cos \left( \frac{(2m+1)\mu I}{2M} \right) \cos \left( \frac{(2n+1)\mu I}{2N} \right) \]

where \( x(m, n) \) is the input image having \( N \times M \) pixels, \( x(m, n) \) is the intensity of the pixel in row \( m \) and column \( n \) of the image and \( y(u, v) \) is the DCT coefficients in row \( u \) and column \( v \) of the DCT matrix. In addition, \( \alpha_m \) and \( \alpha_n \) are calculated as follows:

\[
\alpha_m = \begin{cases} 
1 & m = 0 \\
\sqrt{2} & m = 1, 2, ..., M - 1 
\end{cases}
\]

\[
\alpha_n = \begin{cases} 
1 & n = 0 \\
\sqrt{2} & n = 1, 2, ..., N - 1 
\end{cases}
\]

The image is reconstructed by applying an inverse DCT as follows:

\[
x(m, n) = \sqrt{\frac{2}{M}} \sqrt{\frac{2}{N}} \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} y(u, v) \cos \left( \frac{(2m+1)\mu I}{2M} \right) \cos \left( \frac{(2n+1)\mu I}{2N} \right) 
\]

3) Fuzzy C-Mean Clustering

Fuzzy C-means (FCM) is a data clustering algorithm in which data can belong to several groups based on the membership value. This algorithm is one of the most prominent clustering techniques for image segmentation, feature extraction, and pattern recognition [18].

Let \( X = \{x_1, x_2, x_3, ..., x_n\} \), where \( n \) is the number of image pixels. The conventional FCM algorithm sorts the data set \( X \) into \( c \) classes. The standard FCM objective function is defined as follows:

\[
J_m(U, V) = \sum_{i=1}^{n} \sum_{k=1}^{c} \mu_{ik}^m d^2(x_k, v_i)
\]

where \( d(x_k, v_i) \) is the Euclidean distance between the data point \( x_k \) and the centroid \( v_i \) of the \( i \)th class, and \( \mu_{ik} \) is the degree of membership of the data \( x_k \) to the \( k \)th class. The parameter \( m \) which is called the fuzzy factor controls the fuzziness of the resulting partition, \( (m \geq 1) \), and \( c \) is the total number of classes. FCM is an iterative algorithm that produces an optimal number of \( c \) classes by minimizing the objective function \( J_m(U, V) \) with updated values of \( \mu_{ik} \) and \( v_i \) according to the following equations:

\[
\mu_{ik} = \left[ \sum_{j=1}^{c} \left( \frac{d^2(x_k, v_j)}{d^2(x_k, v_i)} \right)^{\frac{m-1}{2}} \right]^{-1}
\]

\[
v_i = \frac{\sum_{k=1}^{n} \mu_{ik}^m x_k}{\sum_{k=1}^{n} \mu_{ik}^m}
\]

As \( J_m \) is iteratively minimized, \( v_i \) becomes more stable. The pixel clustering iterations are terminated when the termination measurement \( \max_{i, c} \{ \| v_i^{(t)} - v_i^{(t-1)} \| \} < \epsilon \) is satisfied, where \( v_i^{(t)} \) are the new centroids for \( 1 \leq i \leq c \), \( v_i^{(t-1)} \) are the previous centroids for \( 1 \leq i \leq c \), and \( \epsilon \) is a predefined termination threshold. The output of the FCM algorithm is the cluster centroids \( V \) and the fuzzy partition matrix \( U_{CN} \).

3.2 Watermark Extracting Procedure

Fig. 3 illustrates the proposed watermark extraction
process which performs the blind extraction of the watermark.

Step 1: The watermarked image is divided into 8 x 8 blocks and the dataset of FCM is built.

Step 2: FCM is applied to find the blocks corresponding to the membership values in which watermarks are embedded.

Step 3: The selected blocks is decomposed by using 2-level DWT and then HH1 is further transformed by DCT in order to extract the watermark.

Step 4: We extract the mid-frequency coefficients of each DCT block and calculate the correlation between the mid-frequency coefficients and the pseudorandom sequences of $p_{i0}$ and $p_{i1}$. If the correlation with $p_{i0}$ is higher than that with $p_{i1}$, the extracted bit is then considered as 0, otherwise the extracted bit is considered as 1.

Step 5: We reconstruct the scrambled watermark using the extracted bits and then recover the watermark with an Arnold transform using $k_1$.

### 4. Experimental Results and Analysis

Four different types of T1 weighted MRI images (256x256) with a gray level 'ITC' text (32x32) as a watermark are used in this study. In addition, we use the gain factor, $\alpha = 55$. The performance of the proposed approach is compared with the following existing methods:

- Method 1: DWT-DCT based algorithm[12].
- Method 2: FCM-DCT based algorithm[13].

#### 4.1 HVS based Evaluation

Imperceptibility is measured by peak signal-to-noise ratio (PSNR) which determines the distortion level in the original image due to the watermark insertion. PSNR is defined as a ratio of maximum possible power of a signal with the power of noise that affects the fidelity of the representation. It is defined as:

$$\text{PSNR} = 10 \log_{10} \left( \frac{\text{MAX}_i^2}{\text{MSE}} \right)$$

where $\text{MAX}_i$ is the maximum possible pixel value of the image. Mean squared error (MSE) for two $m \times n$ monochrome images is defined by the following:

$$\text{MSE} = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [K(i, j) - K(i, j)]^2$$

Furthermore, M-SVD is used to numerically express the quality of the distorted images. M-SVD measures the distance between the singular values of the host image block and the singular values of the distorted image block.

$$\text{M-SVD} = \sum_{i=1}^{(k/n) \times (k/n)} \left| D_i - D_{\text{mid}} \right|$$

where $k \times k$ is the image size, $D_i$ is the distance between original block and distorted block, and $D_{\text{mid}}$ represents the midpoint of the sorted $D_i$. Lower M-SVD values mean that the watermarked image is less distorted by watermark insertion. Fig. 4 and Fig. 5 show the original cover images and watermarked GM images using the proposed approach, respectively. In addition, Fig. 6 shows PSNR and M-SVD values of watermark images using the proposed and conventional approaches. The proposed approach outperforms other methods in terms of PSNR and M-SVD, where high PSNR and low M-SVD are better [19].

#### 4.2 Robustness to Various Attack

In addition, we evaluate the robustness of the proposed
Table 1. NC values of the extracted watermark using three different watermark algorithms

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Approach 1</th>
<th>Approach 2</th>
<th>Proposed Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fig 4a</td>
<td>Fig 4b</td>
<td>Fig 4c</td>
</tr>
<tr>
<td>GN</td>
<td>0.8220</td>
<td>0.7713</td>
<td>0.7750</td>
</tr>
<tr>
<td>SPN</td>
<td>0.9606</td>
<td>0.9174</td>
<td>0.8664</td>
</tr>
<tr>
<td>GF</td>
<td>0.9562</td>
<td>0.9387</td>
<td>0.9124</td>
</tr>
<tr>
<td>MDF</td>
<td>0.4789</td>
<td>0.3967</td>
<td>0.3899</td>
</tr>
<tr>
<td>MF</td>
<td>0.8374</td>
<td>0.6848</td>
<td>0.8322</td>
</tr>
<tr>
<td>ADF</td>
<td>0.9374</td>
<td>0.9168</td>
<td>0.8837</td>
</tr>
<tr>
<td>JPEG</td>
<td>0.9937</td>
<td>0.9827</td>
<td>0.9644</td>
</tr>
<tr>
<td>Blur</td>
<td>0.9295</td>
<td>0.9437</td>
<td>0.9363</td>
</tr>
<tr>
<td>Crop</td>
<td>0.5759</td>
<td>0.4160</td>
<td>0.6067</td>
</tr>
<tr>
<td>HE</td>
<td>0.9399</td>
<td>0.9119</td>
<td>0.9349</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Attack Image</th>
<th>Method 1</th>
<th>Method 2</th>
<th>Proposed</th>
<th>Attack Image</th>
<th>Method 1</th>
<th>Method 2</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>GN</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td>ADF</td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>SPN</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
<td>JPEG</td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>GF</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
<td>Blur</td>
<td><img src="image16.png" alt="Image" /></td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
</tr>
<tr>
<td>MDF</td>
<td><img src="image19.png" alt="Image" /></td>
<td><img src="image20.png" alt="Image" /></td>
<td><img src="image21.png" alt="Image" /></td>
<td>Crop</td>
<td><img src="image22.png" alt="Image" /></td>
<td><img src="image23.png" alt="Image" /></td>
<td><img src="image24.png" alt="Image" /></td>
</tr>
<tr>
<td>MF</td>
<td><img src="image25.png" alt="Image" /></td>
<td><img src="image26.png" alt="Image" /></td>
<td><img src="image27.png" alt="Image" /></td>
<td>HE</td>
<td><img src="image28.png" alt="Image" /></td>
<td><img src="image29.png" alt="Image" /></td>
<td><img src="image30.png" alt="Image" /></td>
</tr>
</tbody>
</table>

Fig. 7. Watermarked images and extracted watermark using the proposed and other conventional approaches.

The proposed approach incorporates DWT and DCT along with FCM for the optimal selection of the position to insert a watermark. The watermark was embedded into the segmented GM images and the final watermarked image was then formed by the linear combination of the watermarked GM image with the other segmented images. The proposed approach achieves higher PSNR and lower M-SVD values than other conventional methods. In addition, the proposed approach outperforms other conventional methods in terms of NC values after applying various attacks, such as including noise addition, filtering, histogram equalization, blurring, cropping and JPEG compression.
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