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ABSTRACT

We propose AirPincher, a handheld pointing device for recognizing delicate mid-air hand gestures to control a remote display. AirPincher is designed to overcome disadvantages of the two kinds of existing hand gesture-aware techniques such as glove-based and vision-based. The glove-based techniques cause cumbersomeness of wearing gloves every time and the vision-based techniques incur performance dependence on distance between a user and a remote display. AirPincher allows a user to hold the device in one hand and to generate several delicate finger gestures. The gestures are captured by several sensors proximately embedded into AirPincher. These features help AirPincher avoid the aforementioned disadvantages of the existing techniques. We experimentally find an efficient size of the virtual input space and evaluate two types of pointing interfaces with AirPincher for a remote display. Our experiments suggest appropriate configurations to use the proposed device.
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1. Introduction

A large amount of effort has focused on replacing the traditional button-based interfaces with hand gesture-aware devices to control remote displays more intuitively and interactively. The hand gesture recognition approaches are divided into two categories, i.e., glove-based and vision-based[1]. The glove-based techniques utilize sensors embedded into gloves to read hand and finger gestures. The close proximity between hands and sensors enables recognizing various delicate hand poses and movements. However, it is cumbersome to wear gloves whenever to use and sharing gloves with others could cause concern about hygiene. On the other hand, vision-based techniques utilize cameras which free users from aforementioned inconvenience. Especially, several depth cameras recently commercialized, e.g., Kinect, provide three-dimensional visualization of objects, which allows barehanded control for remote displays. A drawback of
these approaches is that the resolution performance of distinguishing small gestures depends on the distance between a camera and a user. In order to alleviate these drawbacks of both approaches for utilizing hand gestures as interfacing terminology, we consider using a new form factor, named AirPincher, in combination with Kinect. AirPincher here is a handheld device that is a slight modification of the previous apparatus in [3]. A handheld device embedded with a low-cost Infrared (IR) camera, IR emitters, and low-cost motion sensors. The proposed device, named AirPincher, allows a user to hold the device in one hand and to generate several finger gestures, e.g., pinching, rotating, etc., with a user’s thumb, index and middle fingers of the holding hand. The close proximity between AirPincher and a user hand makes its resolution performance independent from the distance between a user and a remote display and allows for accommodating several delicate hand gestures. In addition, the handheld devices are one of the common form factors for remote control and thus, we believe that it incurs less hesitation for use than glove-based devices.

We apply AirPincher for controlling a cursor on a remote display. Cockburn et al. classified air pointing interfaces into three categories, such as raycasting, 2D plane and 3D volume [4]. They found that 2D plane interface where the positional movement of a user hand in an imaginary mid-air 2D plane is projected to the remote display outperforms the other air pointing interfaces in terms of speed and accuracy. Their observation motivated us to consider two types of air pointing interfaces with AirPincher based on 2D plane.

We also assume that AirPincher is used together with Kinect located by a remote display. AirPincher here is responsible of detecting delicate hand gestures while Kinect monitors the positional transition of AirPincher.

In this paper, we experimentally find the comfortable size of the imaginary mid-air 2D plane for AirPincher. Then, we evaluate two types of air pointing interfaces with AirPincher based on 2D plane to find out their tradeoffs over various conditions. Our experiments suggest appropriate configurations to use the proposed device.

2. Related Works

While various mid-air hand gestures have been studied as moving and selecting commands, the pinch gesture is found to have a number of attractive features [5-6]. Our hand is able to quickly bring a thumb and a forefinger together and apart and additionally, the tactile feedback from our pinch fingers makes us ensure whether the pinch is performed or not. It enables precise and stable interaction [7]. The pinch gestures have been used by various gesture command systems [5, 8]. For example, Disits was a wrist-worn device for recovering the full 3D pose of a user hand. Kim et al. introduced a use case that a user initiates zooming with a mid-air pinch gesture of a hand wearing Disits.

Cockburn et al. investigated three different air pointing techniques for spatial target acquisition, i.e., raycasting, 2D plane, and 3D volume [4]. They experimentally showed that raycasting relying on small angular movement of a hand was fast but inaccurate. 3D volume was found to be expressive but slow and inaccurate. On the other hand, 2D plane was found to be appropriate as the air pointing interface in speed and accuracy.

Casiez et al. investigated control of display gain (CD gain) that affects the performance of pointing tasks. CD gain is defined as the ratio of the pointer velocity to device velocity. If CD gain is 1, the display pointer moves at exactly the same speed as the control device does. In this paper, we test different CD gains with AirPincher in order to search for an appropriate value for our purpose.

3. Airpincher

Fig. 1A and Fig. 1B show our prototype of AirPincher and the posture of a user’s holding hand. The device is incorporated with a single low-cost IR camera, an array of IR emitters on both sides of the camera, and a low-cost motion sensor consisting of accelerometers, gyroscopes, and magnetometers. The IR camera and IR emitters are used to detect the pinch gesture of a user’s holding hand.
and the motion sensor is used to measure the angular posture of AirPincher. While a user grabs the device with the ring and little finger of his holding hand, AirPincher allows the user to generate pinch gestures with the remaining three fingers. Thus, several combinations of delicate hand gestures are permitted, e.g., pinch with a thumb and an index finger, pinch with a thumb and a middle finger, double pinch, pinch and rotating gestures, etc. The shape of AirPincher is designed to maintain IR camera to view those pinch gestures of three fingers while a user holds the device.

Fig. 2A and 2B show a normal state image and a pinch state image captured by IR camera, respectively. IR light from IR emitters helps the fingers distinct from their background under different environmental light. After binarizing the images as in Fig. 2C, the pinch gestures are recognized by a simple post-processing. In the post-processing, a bundle of vertical lines only consisting of white pixels are established as for Fig 2C. Based on the number of the lines that exceeds a predefined threshold, a pinch gesture occurrence is detected. The horizontal location of the bundle differentiates two pinch gestures, i.e., a pinch with a thumb and an index finger and a pinch with a thumb and a middle finger. A pinch and a double pinch gestures are distinguished using a dwell time between subsequent pinches.

To use two types of air pointing interfaces with AirPincher for 2D plane pointing interface, i.e., continuous and non-continuous. The continuous technique allows the positional movement of a user hand in 2D plane to be projected continuously to the cursor movement on the remote display. On the other hand, the non-continuous technique permits the positional movement of a user hand in 2D plane to be projected to the cursor movement only when the user is performing pinch gestures. The location of AirPincher should be tracked. The location of the devices is continuously acquired using Kinect placed by a remote display. The cursor movement on the remote display is smoothened by Kalman filter.

4. Experiment

4.1 Experiment 1

The objective of this experiment was to determine a comfortable size of the imaginary mid-air 2D plane in which a user moves AirPincher. We recruited 8 participants including 4 women and 4 men whose ages ranged from 21 to 25. Participants were seated 3.4 meter away from a remote screen where the distance was known to be suitable for a 42 inch-sized screen we used[10]. The resolution of the screen was 1920 1080.

Each participant was asked to define their preferred input plane by double-pinching the four corners of the imaginary mid-air plane three times[11]. The positions of the four corners were collected by our experimental setup with AirPincher and Kinect.

<table>
<thead>
<tr>
<th>Input plane</th>
<th>Average lengths</th>
<th>Minimum lengths</th>
<th>Maximum lengths</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top side</td>
<td>502.9cm (SD=165)</td>
<td>408.4cm</td>
<td>597.5cm</td>
</tr>
<tr>
<td>Bottom side</td>
<td>537.4cm (SD=160)</td>
<td>445.5cm</td>
<td>629.4cm</td>
</tr>
<tr>
<td>Left side</td>
<td>394.8cm (SD=91)</td>
<td>342.9cm</td>
<td>446.7cm</td>
</tr>
<tr>
<td>Right side</td>
<td>412.1cm (SD=136)</td>
<td>334.2cm</td>
<td>490.1cm</td>
</tr>
</tbody>
</table>

Table 1 shows the experimental results. Those lengths were used to compute three CD gains for our further experiments. CD gain was calculated as the ratio of the display size to imaginary space size. According to our measurements in this experiment, the average, minimum, and maximum CD gains were determined to be 1.5, 1.23, and 1.73, respectively.

4.2 Experiment 2

The major goal of this experiment was to investigate how different CD gains affect the performance of AirPincher in terms of movement time and accuracy. We compare two pointing techniques with AirPincher, i.e., continuous and non-continuous.

We evaluated those techniques with three different CD gains which were obtained in the previous experiment. The experiment for 2D target selection was established based on the multi-directional tapping test in ISO9241-9
We also used the device assessment questionnaire to assess several subjective metrics as described in ISO9241-9. The same participants and experimental setup as Experiment 1 were reused.

1) Procedure

We compared the two pointing techniques over three different CD gains while adjusting the difficulty degree of the target selection task that is quantitated as the pointing task’s index of difficulty (ID)[11]. ID is determined by the width(W) of each target and the distance(D) between two farthest targets as shown in Fig. 3. In total, five ID values including 2.4 (D=430, W=100), 2.8 (D=600, W=100), 3.2 (D=820, W=100), 3.6 (D=721.5, W=65), and 4 (D=300, W=50) were tested. The total number of targets was 15. The uppermost yellow circle needs to be selected at the beginning and the end as well. The next target becomes highlighted from black to red for participants to notice. The double click gesture was used to select each target.

Participants were divided into four groups for a fully counterbalanced experiment. The first and second groups perform non-continuous and continuous pointing techniques respectively over ascending CD gain values. The third and fourth groups perform non-continuous and continuous pointing techniques respectively over descending CD gain values. Each experiment was conducted while increasing ID values. After the series of experiments finished, participants were asked to select the most preferred CD gain and to fill up the questionnaire.

2) Result

The movement time was used as a metric for evaluating the performance of the target selection task. It was defined as the time it took to move from the current target and select the next target. Fig. 4 and 5 show the movement time of the continuous and non-continuous pointing techniques, respectively. For RM ANOVA analysis, two pointing techniques and three CD values were combined into six subgroups. The analysis indicated that they were significantly different (F5,35=9.219, p<0.001).

Post hoc multiple means comparison tests revealed the significantly different subgroups in detail as follows. The continuous pointing technique with CD gain 1.23 was 0.3597 sec slower than that with CD gain 1.5 (p<0.05). The continuous pointing technique with CD gain 1.5 was 0.4882 sec faster than the non-continuous one with CD gain 1.23 (p<0.001). The continuous pointing technique with CD gain 1.5 was 0.5579 sec faster than the non-continuous one with CD gain 1.5 (p<0.001). The continuous pointing technique with CD gain 1.23 was 0.3757 sec faster than the non-continuous one with CD gain 1.5 (p<0.05). Therefore, the shortest movement time is
with the continuous pointing technique with CD gain 1.5. The error rate defined as the number of erroneous selections over the number of the entire selections was measured to compare two pointing techniques. The continuous and non-continuous pointing techniques incurred 4.1% and 6.69% error rates, respectively. However, RM ANOVA indicated that there was no significant difference (F1,7=1.068, p>0.3).

Table 2. Result of Questionnaire (SD: Standard Deviation)

<table>
<thead>
<tr>
<th>Question</th>
<th>Continuous</th>
<th>Non-continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accurate pointing</td>
<td>3.38(SD=0.9)</td>
<td>3.75(SD=1.2)</td>
</tr>
<tr>
<td>Finger fatigue</td>
<td>3.38(SD=0.9)</td>
<td>2.88(SD=1.4)</td>
</tr>
<tr>
<td>General comfort</td>
<td>3.39(SD=0.8)</td>
<td>3.39(SD=0.6)</td>
</tr>
</tbody>
</table>

The preferable CD gain of participants was found to be 1.5. And their replies to the questionnaire about accuracy, fatigue, and comfort were summarized in Table 2. Their replies were measured in 5-point Likert scale.

5. Discussion

When the distance between an AirPincher user and the remote display was set, the experimental results showed that the continuous pointing technique at CD gain 1.5 performed better than the others in movement time. Participants replied that they felt almost the same comfort for both pointing techniques. They also replied that the continuous pointing technique with AirPincher is more effortless and less accurate than its counterpart. We suppose that it is because the non-continuous pointing technique has a clear delimiter between the pinch gesture for moving a cursor and the double pinch gesture for selection, which made the selection task slower but more accurate.

Our experimental configuration though has limitations that we only considered the absolute mapping between the imaginary input plane and the remote display in which an absolute location of AirPincher in the input plane is translated to an absolute location on the remote display. In future, the relative mapping that translates a positional transition of AirPincher to the positional transition of a cursor on the remote display will be studied.

6. Conclusion

We propose AirPincher, a handheld pointing device for recognizing delicate hand gestures to control a remote display. The design of AirPincher aimed at recognizing several hand gestures made by the user’s thumb, index, and middle fingers. AirPincher was applied to two types of pointing techniques for a remote display, continuous and non-continuous. The first experiment suggested the proper size of the imaginary input plane for the pointing techniques. Then, the second experiment showed which pointing technique is faster than the other at which CD gain. We also found that the continuous pointing technique yielded less fatigue, and lower accuracy than its counterpart.
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