MULTIPLE SOLUTIONS FOR QUASILINEAR ELLIPTIC EQUATIONS WITH CRITICAL GROWTH
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Abstract. For a class of quasilinear elliptic equations we establish the existence of multiple solutions by variational methods.

1. Introduction

In a previous paper (M. J. Alves et al. [1]) the existence of two positive solutions was established for the following equations

\[-L_\beta u + V(x)|u|^{p-2}u = |u|^{\beta-2}u + g(x), \quad x \in \mathbb{R},\]

where $L_\beta u := [u'|^{p-2}u']' + K_0 [(|u|^{\beta})'|^{p-2}(|u|^{\beta})']|u|^{\beta-2}u$, $K_0 > 0$, $\beta > 1$, $p > 1$, $q \geq p\beta$, $q > p$ and $g \in L^s(\mathbb{R})$ for some $s \geq 1$. In [18], the author considered the equations

\[-L_p u + V(x)|u|^{p-2}u = h(u), \quad x \in \mathbb{R}^N,\]

where $L_p u := \Delta_p u + [\Delta_p(u^2)]u$ and $\Delta_p u := \text{div}(\nabla u|^{p-2}\nabla u)$ is the $p$-Laplacian operator with $1 < p < N$. $h(s)$ satisfies subcritical condition. Using the minimax methods, he proved the existence of nontrivial solutions. In [20], the authors studied problem (1.1) when $p = N$ and $h(s)$ satisfies critical condition.

This paper is concerned with the existence of multiple solutions for the quasilinear equations of the form

\[-L_p u = \alpha k(x)|u|^{q-2}u + \beta|u|^{2(p^*)-2}u, \quad x \in \mathbb{R}^N,\]

where $1 < p < N$, $p^* = Np/(N-p)$ is the critical Sobolev exponent, $2 < q < 2(p^*) = 2Np/(N-p)$, $k(x) \in L^r(\mathbb{R}^N)$, $r = 2(p^*)/(2(p^*) - q)$. $\alpha$ and $\beta$ are real parameters. We believe that $2(p^*)$ is the critical growth for problem (1.2), since when $p = 2$ whose critical exponent is $2(2^*)$ (see [10, 14, 19]).
Recently, there has been growing interest in the study of the following quasi-linear elliptic equations
\begin{equation}
-\Delta u + V(x)u - [\Delta(u^2)]u = h(u), \quad x \in \mathbb{R}^N.
\end{equation}

These equations are related to the existence of standing wave solutions for quasi-linear Schrödinger equations of the form
\begin{equation}
iz_t = -\Delta z + V(x)z - l(|z|^2)z - k\Delta g(|z|^2)g'(|z|^2)z, \quad x \in \mathbb{R}^N,
\end{equation}
where \( V \) is a given potential, \( k \) is a real constant, \( g \) and \( l \) are real functions. Quasi-linear Schrödinger equation of this type with \( k > 0 \) arises in various fields of physics, like the theory of superfluids or dissipative quantum mechanics, see e.g. [13, 7]. Equations with more general dissipative term arise in plasma physics, fluid mechanics, in the theory of Heisenberg ferromagnets, etc. For further physical motivations and a more complete list of references dealing with application, we refer to [9, 10, 11] and references therein. In [16], the existence of positive ground state solutions for the quasilinear Schrödinger equation
\begin{equation}
-u'' + V(x)u - (u^2)'u = \theta |u|^{p-1}u \text{ in } \mathbb{R},
\end{equation}
where \( \theta \) being the Lagrange multiplier. For the case of subcritical growth, the equation (1.3) were studied by a number of authors. In [10], by a change of variables the quasilinear problem was transformed to a semilinear one and an Orlicz space was used as the working space, and they were able to prove the existence of positive solutions by using the Mountain-pass Theorem. The same method of changing of variables was used in [5], but the usual Sobolev space \( H^1(\mathbb{R}^N) \) was used as the working space and they proved the existence of a spherically symmetric solution from the classical results given by H. Berestycki and P. L. Lions [8]. The case of the critical growth was also considered recently, among others, by J. M. do O [14], A. Moameni [12], Silva [19] and Wang [21].

Our main result is the following:

**Theorem 1.1.** Suppose that \( \Omega := \{x \in \mathbb{R}^N : k(x) > 0\} \) is an open subset of \( \mathbb{R}^N \) and \( 0 < |\Omega| < +\infty, \ 2 < q < 2p \). Then,

(i) for any \( \beta > 0 \), there exists \( \alpha_1 > 0 \) such that if \( 0 < \alpha < \alpha_1 \), the problem (1.2) has a sequence of solutions;

(ii) for any \( \alpha > 0 \), there exists \( \beta_1 > 0 \) such that if \( 0 < \beta < \beta_1 \), the problem (1.2) has a sequence of solutions.

The main difficulties to prove Theorem 1.1 are overcoming compactness due to the unboundedness domain \( \mathbb{R}^N \), the presence of the second order nonhomogeneous term \([\Delta_p(u^2)]u\) and the critical exponent. The approach proposed here is in the spirit of [10, 21]. By using a changing of variables, the quasi-linear equations are reduce to semilinear equations, whose respective associated functionals are well defined. Since the lack of compactness occurs partly due to the appearance of critical exponents and the unboundedness of the domain, both the second concentration-compactness principle due to Lions and
the concentration-compactness principle at infinity are used to examine the behavior of weakly convergent sequences.

Throughout this paper, \( c, c_1, c_2 \) denote positive (possibly different) constants.

2. Preliminaries

Define the space \( D^{1,p}(\mathbb{R}^N) := \{ u \in L^p(\mathbb{R}^N) : \nabla u \in L^p(\mathbb{R}^N) \} \), which endowed with the norm \( \| u \| = (\int_{\mathbb{R}^N} |\nabla u|^p dx)^{1/p} \).

We note that a major difficulty associated with (1.2) is the natural associated functional \( I \) given by

\[
I(u) = \frac{1}{p} \int_{\mathbb{R}^N} (1 + 2^{p-1} |u|^p) |\nabla u|^p dx - \frac{\alpha}{q} \int_{\mathbb{R}^N} k(x) |u|^q dx - \frac{\beta}{2(p')} \int_{\mathbb{R}^N} |u|^{2(p')} dx
\]

is not well defined in general, for instance, in \( D^{1,p}(\mathbb{R}^N) \). To overcome this difficulty, we employ an argument developed by Colin, Jeanjean in [5] (see also [10]). We make the changing of variables \( v = f^{-1}(u) \), where \( f \) is defined by:

\[
f(t) = \frac{1}{(1 + 2^{p-1} |f(t)|^p)^{1/p}}, \quad \text{and} \quad f(0) = 0
\]

on \([0, \infty)\) and by \( f(t) = -f(-t) \) on \((-\infty, 0]\).

The following results are due to U. Severo [18].

Lemma 2.1. \( f \) satisfies the following properties:

1. \( f \) is uniquely defined, \( C^2 \) and invertible,
2. \( |f'(t)| \leq 1, \quad \forall t \in \mathbb{R} \),
3. \( f(t) \leq |t|, \quad \forall t \in \mathbb{R} \),
4. \( \frac{f(t)}{t} \to 1 \) as \( t \to 0 \),
5. \( |f(t)| \leq 2^{1/(2p)} |t|^{1/2}, \quad \forall t \in \mathbb{R} \),
6. \( \frac{1}{2} f(t) \leq t f'(t) \leq f(t), \quad \forall t \in \mathbb{R} \) and \( t \geq 0 \),
7. \( \frac{f(t)}{\sqrt[t]{t}} \to a > 0 \) as \( t \to \infty \),
8. \( |f(t)| \geq \begin{cases} C|t|, & |t| \leq 1, \\ C|t|^{1/2}, & |t| \geq 1. \end{cases} \)

Therefore, after the change of variables, we can write \( I(u) \) as

\[
(2.1) \quad J(v) = \frac{1}{p} \int_{\mathbb{R}^N} |\nabla v|^p dx - \frac{\alpha}{q} \int_{\mathbb{R}^N} k(x) |f(v)|^q dx - \frac{\beta}{2(p')} \int_{\mathbb{R}^N} |f(v)|^{2(p')} dx.
\]

Lemma 2.2. The functional \( J \) is well defined on \( D^{1,p}(\mathbb{R}^N) \) and \( J \in C^1 \).

Furthermore,

(i) The functional

\[
\mathcal{F}(v) := \int_{\mathbb{R}^N} k(x) |f(v)|^q dx
\]
is well defined and weakly continuous on $D^{1,p}(\mathbb{R}^N)$. Moreover, $F(v)$ is continuously differentiable, its derivative $F'(v) : D^{1,p}(\mathbb{R}^N) \to (D^{1,p}(\mathbb{R}^N))'$ is given by
\begin{equation}
\langle F'(v), h \rangle = q \int_{\mathbb{R}^N} k(x)|f(v)|^{q-2}f(v)f'(v)hdx.
\end{equation}

(ii) The functional $G(v) := \int_{\mathbb{R}^N} |f(v)|^{2(p^*)}dx$ is well defined. Moreover, $G(v)$ is continuously differentiable, its derivative $G'(v) : D^{1,p}(\mathbb{R}^N) \to (D^{1,p}(\mathbb{R}^N))'$ is given by
\begin{equation}
\langle G'(v), h \rangle = 2(p^*) \int_{\mathbb{R}^N} |f(v)|^{2(p^*)-1}f'(v)hdx.
\end{equation}

Proof. By (f$_3$) and (f$_6$), it is clear that $F$ and $G$ are well defined on $D^{1,p}(\mathbb{R}^N)$. In order to prove $J \in C^1$, it suffices to show both $F$ and $G$ have continuous Gâteaux derivative on $D^{1,p}(\mathbb{R}^N)$ (see [22]). We consider only $F$ since the proof for $G$ is simpler. Our argument is similar to Lemma 3.10 in [22]. Let $u, h \in D^{1,p}(\mathbb{R}^N)$. Given $x \in \mathbb{R}^N$ and $0 < |t| < 1$, by the mean value theorem, there exists $\lambda \in (0,1)$ such that
\[
\frac{|f(v + th)|^q - |f(v)|^q}{|t|} = q|f(v + t\lambda h)|^{q-1}f'(v + t\lambda h)||h|
\leq c|v + t\lambda h|^\frac{q-2}{2}|h|,
\leq c(|v|^\frac{q-2}{2} |h| + |h|^\frac{q}{2}).
\]
By the Hölder inequality, we have
\[
\int_{\mathbb{R}^N} k(x)(|v|^\frac{q-2}{2} |h| + |h|^\frac{q}{2})dx \leq \|k(x)||v||_{p'}\|h\|_{p'}(|v|^{\frac{q-2}{2}} + \|h\|^{\frac{q}{2}}).
\]
It follows from the Lebesgue dominated convergence theorem that $F$ is Gâteaux differentiable and
\[
\langle F'(v), h \rangle = q \int_{\mathbb{R}^N} k(x)|f(v)|^{q-2}f(v)f'(v)hdx.
\]
Now, we prove continuity of Gâteaux derivative. Assume that $v_n \to v$ in $D^{1,p}(\mathbb{R}^N)$, then $|f(v_n)|^2 \to |f(v)|^2$ in $D^{1,p}(\mathbb{R}^N)$. By the continuity of the embedding $D^{1,p}(\mathbb{R}^N) \hookrightarrow L^{p'}(\mathbb{R}^N)$, $|f(v_n)|^2 \to |f(v)|^2$ in $L^{p'}(\mathbb{R}^N)$. Let us define $H(v) := qk(x)|f(v)|^{q-2}f(v)f'(v)$, then $H(v) \in C(L^{p'}(\mathbb{R}^N), (L^{p'}(\mathbb{R}^N))'$ (the proof is analogous to [6] or Theorem A.4 in [22]). It follows that $H(v_n) \to H(v)$ in $(L^{p'}(\mathbb{R}^N))'$. Using Hölder and Sobolev inequalities, we get
\[
\langle F'(v_n) - F'(v), h \rangle \leq \|H(v_n) - H(v)\|_{(p')'}\|h\|_{p'}
\leq c\|H(v_n) - H(v)\|_{(p')'}\|h\|.
\]
Hence $\|F'(v_n) - F'(v)\| \to 0$ and $F \in C^1$. $\square$
As in [18], if \(v\) is a nontrivial critical point of \(J\), i.e., for all \(\omega \in D^{1,p}(\mathbb{R}^N)\),
\[
\langle J'(v), \omega \rangle = \int_{\mathbb{R}^N} |\nabla v|^{p-2} \nabla v \nabla \omega dx - \alpha \int_{\mathbb{R}^N} k(x)|f(v)|^{q-2}f(v)f'(v)\omega dx
\]
\[
- \beta \int_{\mathbb{R}^N} |f(v)|^{2(p^*)-2} f(v)f'(v)\omega dx
\]
we deduce that \(v\) is a nontrivial solution of problem
\[
(2.4) \quad -\Delta_p v = g(x, v), \quad x \in \mathbb{R}^N,
\]
where
\[
g(x, s) = f'(s)[\alpha k(x)|f(s)|^{q-2}f(s) + \beta |f(s)|^{2(p^*)-2}f(s)].
\]
Then, setting \(u = f(v)\) and since \((f^{-1})'(t) = 1/f'(f^{-1}) = (1 + 2^{p-1}|t|^p)^{1/p}\) we conclude that \(u\) is a nontrivial solution of the problem (1.2).

The following result is crucial to prove Theorem 1.1.

**Theorem 2.1.** Suppose that \(\Omega := \{x \in \mathbb{R}^N : k(x) > 0\}\) is an open subset of \(\mathbb{R}^N\) and \(0 < |\Omega| < +\infty\), \(2 < q < 2p\). Then,

(i) for any \(\beta > 0\), there exists \(\alpha_1 > 0\) such that if \(0 < \alpha < \alpha_1\), the problem (2.4) has a sequence of solutions \(\{v_m\}\) with \(J(v_m) < 0\) and \(J(v_m) \to 0\) as \(m \to +\infty\);

(ii) for any \(\alpha > 0\), there exists \(\beta_1 > 0\) such that if \(0 < \beta < \beta_1\), the problem (2.4) has a sequence of solutions \(\{v_m\}\) with \(J(v_m) < 0\) and \(J(v_m) \to 0\) as \(m \to +\infty\).

3. **Proof of Theorem 1.1**

First, we recall the second concentration-compactness principle of Lions [8].

**Proposition 3.1.** Let \(\{u_m\}\) be a weakly convergent sequence to \(u\) in \(D^{1,p}(\mathbb{R}^N)\) such that \(|u_m|^{p^*} \rightharpoonup \nu\) and \(|\nabla u_m|^p \rightharpoonup \mu\) in the sense of measures. Then, for some at most countable index set \(J\),

(i) \(\nu = |u|^{p^*} + \sum_{j \in J} \nu_j \delta_{x_j}\), \(\nu_j > 0\),
(ii) \(\mu \geq |\nabla u|^p + \sum_{j \in J} \mu_j \delta_{x_j}\), \(\mu_j > 0\),
(iii) \(S \nu_j^{p/p^*} \leq \mu_j\),

where \(S\) is the best Sobolev constant, i.e., \(S = \inf \{\int_{\mathbb{R}^N} |\nabla u|^{p^*} : \|u\|_{p^*} = 1\}\), \(x_j \in \mathbb{R}^N\), \(\delta_{x_j}\) are Dirac measures at \(x_j\) and \(\mu_j\) are constants.

The following result can be found in [4].

**Proposition 3.2.** Let \(\{u_m\}\) be a weakly convergent sequence to \(u\) in \(D^{1,p}(\mathbb{R}^N)\) and define

(i) \(\nu_\infty = \lim_{R \to \infty} \limsup_{m \to \infty} \int_{|x| > R} |u_m|^{p^*} dx\),
(ii) \(\mu_\infty = \lim_{R \to \infty} \limsup_{m \to \infty} \int_{|x| > R} |\nabla u_m|^p dx\).

Then the quantities \(\nu_\infty\) and \(\mu_\infty\) exist and satisfy
(iii) \( \limsup_{m \to \infty} \int_{\mathbb{R}^N} |u_m|^p \, dx = \int_{\mathbb{R}^N} d\nu + \nu_\infty \), \( \limsup_{m \to \infty} \int_{\mathbb{R}^N} |\nabla u_m|^p \, dx = \int_{\mathbb{R}^N} d\mu + \mu_\infty \), and

(iv) \( S\nu_\infty^{2/p^*} \leq \mu_\infty \).

For a real Banach space \( E \) and \( J \in C^1(E, \mathbb{R}) \), we say that \( J \) satisfies the \( (PS)_c \) condition if every \( (PS)_c \) sequence \( \{v_n\} \subset E \) possesses a convergent subsequence.

**Lemma 3.1.** Assume that \( 2 < q < 2p \). Then any \( (PS)_c \) sequence \( \{v_n\} \) is bounded in \( D^{1,p}(\mathbb{R}^N) \).

**Proof.** Let \( \{v_n\} \) be a \( (PS)_c \) sequence, that is,

\[
J(v_n) = \frac{1}{p} \int_{\mathbb{R}^N} |\nabla v_n|^p \, dx - \frac{\alpha}{q} \int_{\mathbb{R}^N} k(x)|f(v_n)|^q \, dx - \frac{\beta}{2(p^*)} \int_{\mathbb{R}^N} |f(v_n)|^{2(p^*)} \, dx
\]

(3.1)

and for any \( \omega \in D^{1,p}(\mathbb{R}^N) \),

\[
\langle J'(v_n), \omega \rangle = \int_{\mathbb{R}^N} |\nabla v_n|^{p-2} \nabla v_n \nabla \omega \, dx - \alpha \int_{\mathbb{R}^N} k(x)|f(v_n)|^{q-2} f(v_n) f'(v_n) \omega \, dx
\]

\[
- \beta \int_{\mathbb{R}^N} |f(v_n)|^{2(p^*)-1} f'(v_n) \omega \, dx
\]

(3.2)

Choose \( \omega = \omega_n = \sqrt{1 + 2^{p-1}|f(v_n)|^p} f(v_n) \), then

\[
|\nabla \omega_n| = \left( 1 + \frac{2^{p-1}|f(v_n)|^p}{1 + 2^{p-1}|f(v_n)|^p} \right) |\nabla v_n|,
\]

thus \( \|\omega_n\| \leq c\|v_n\| \). In particular, recording that \( \{v_n\} \) is a \( (PS)_c \) consequence,

\[
\langle J'(v_n), \omega_n \rangle = \int_{\mathbb{R}^N} \left( 1 + \frac{2^{p-1}|f(v_n)|^p}{1 + 2^{p-1}|f(v_n)|^p} \right) |\nabla v_n|^{p} \, dx - \alpha \int_{\mathbb{R}^N} k(x)|f(v_n)|^q \, dx
\]

\[
- \beta \int_{\mathbb{R}^N} |f(v_n)|^{2(p^*)} \, dx
\]

\[= o(1)\|v_n\|.
\]

By Hölder and Sobolev inequalities, we have

\[
\int_{\mathbb{R}^N} |\nabla f(v_n)|^{2(p^*)} \, dx \leq \int_{\mathbb{R}^N} \frac{2^{p}|f(v_n)|^p}{1 + 2^{p-1}|f(v_n)|^p} \, dx \leq 2 \int_{\mathbb{R}^N} |\nabla v_n|^p \, dx.
\]

Therefore,

\[
c + o(1) = J(v_n) - \frac{1}{2[p^*]} \langle J'(v_n), \omega_n \rangle
\]

\[
= \int_{\mathbb{R}^N} \left( \frac{1}{p} - \frac{1}{2[p^*]} \left( 1 + \frac{2^{p-1}|f(v_n)|^p}{1 + 2^{p-1}|f(v_n)|^p} \right) \right) |\nabla v_n|^2 \, dx
\]
\[
- \frac{\alpha}{r} \int_{\mathbb{R}^N} k(x) |f(v_n)|^q dx \\
\geq \frac{1}{N} \int_{\mathbb{R}^N} |\nabla v_n|^p dx - \frac{\alpha}{r} \left( \int_{\mathbb{R}^N} |k(x)|^r dx \right)^{\frac{r}{r'}} \left( \int_{\mathbb{R}^N} |f(v_n)|^{2(p^*)'} dx \right)^{\frac{1}{2(p^*)'}} \\
\geq \frac{1}{N} \int_{\mathbb{R}^N} |\nabla v_n|^p dx - \frac{\alpha}{r} \left( \int_{\mathbb{R}^N} |k(x)|^r dx \right)^{\frac{r}{r'}} \left( \int_{\mathbb{R}^N} |\nabla f(v_n)|^p dx \right)^{\frac{1}{2}} \\
\geq \frac{1}{N} \|v_n\|^p - c\|v_n\|^{\frac{p}{2}},
\]

which imply that \( \{v_n\} \) is bounded since \( q < 2p \).

The following result in [15] will be useful in the sequel.

**Lemma 3.2.** Let \( x, y \in \mathbb{R}^N \) and \( \langle \cdot, \cdot \rangle \) be the standard scalar product in \( \mathbb{R}^N \). Then
\[
\langle |x|^{p-2}x - |y|^{p-2}y, x - y \rangle \geq \begin{cases} 
    |x - y|^p, & \text{if } p \geq 2, \\
    |x - y|^{2-p}, & \text{if } 1 < p < 2.
\end{cases}
\]

**Proposition 3.3.** Assume \( 2 < q < 2p \) and \( c < 0 \).

(i) For any \( \beta > 0 \), there exists \( \alpha_1 > 0 \) such that if \( 0 < \alpha < \alpha_1 \), then \( J \) satisfies \( (PS)_c \).

(ii) For any \( \alpha > 0 \), there exists \( \beta_1 > 0 \) such that if \( 0 < \beta < \beta_1 \), then \( J \) satisfies \( (PS)_c \).

**Proof.** Let \( \{v_n\} \) be a \((PS)_c\) sequence, by Lemma 3.1, \( \{v_n\} \) is bounded in \( D^{1,p}(\mathbb{R}^N) \). It is easy to check that \( \{|f(v_n)|^2\} \) is also bounded in \( D^{1,p}(\mathbb{R}^N) \).

We can assume, going if necessary to a subsequence, that \( v_n \rightharpoonup v \) in \( D^{1,p}(\mathbb{R}^N) \), \( v_n \rightarrow v \) a.e. in \( \mathbb{R}^N \). Since \( f \in C^2 \), \( |f(v_n)|^2 \rightarrow |f(v)|^2 \) a.e. in \( \mathbb{R}^N \). Therefore, \( |f(v_n)|^2 \rightarrow |f(v)|^2 \) in \( D^{1,p}(\mathbb{R}^N) \). By Proposition 3.1, there exist measures \( \mu \) and \( \nu \) such that \( |\nabla f(v_n)|^p \rightarrow \mu \) and \( |f(v_n)|^{2(p^*)'} \rightarrow \nu \). Let \( x_k \) be a singular point of the measures \( \mu \) and \( \nu \). We define a function \( \phi \in C_0^\infty(\mathbb{R}^N) \) such that \( \phi(x) = 1 \) in \( B(x_j, \epsilon) \), \( \phi(x) = 0 \) in \( \mathbb{R}^n \setminus B(x_j, 2\epsilon) \) and \( |\nabla \phi| \leq 2/\epsilon \) in \( \mathbb{R}^n \). Let \( \tilde{\omega}_n = \sqrt{1 + 2^{p-1} |f(v_n)|^p f(v_n)} \phi \), then \( \{\tilde{\omega}_n\} \) is bounded in \( D^{1,p}(\mathbb{R}^N) \). We have \( \lim_{n \rightarrow \infty} \langle J'(v_n), \tilde{\omega}_n \rangle = 0 \), i.e.,
\[
\lim_{n \rightarrow \infty} \int_{\mathbb{R}^N} \sqrt{1 + 2^{p-1} |f(v_n)|^p f(v_n)} |\nabla v_n|^p - 2^{p-1} \nabla v_n \nabla \phi dx \\
= \lim_{n \rightarrow \infty} \left\{ \int_{\mathbb{R}^N} \left( 1 + \frac{2^{p-1} |f(v_n)|^p}{1 + 2^{p-1} |f(v_n)|^p} \right) |\nabla v_n|^p \phi dx \\
- \alpha \int_{\mathbb{R}^N} k(x) |f(v_n)|^q \phi dx - \beta \int_{\mathbb{R}^N} |f(v_n)|^{2(p^*)'} \phi dx \right\}.
\]

By \( (f_5) \),
\[
\lim_{n \rightarrow \infty} \int_{\mathbb{R}^N} \sqrt{1 + 2^{p-1} |f(v_n)|^p f(v_n)} |\nabla v_n|^p - 2^{p-1} \nabla v_n \nabla \phi dx
\]
\[
\begin{align*}
&\leq \lim_{n \to \infty} c \int_{\mathbb{R}^N} |v_n| |\nabla v_n|^{p-1} |\nabla \phi| dx \\
&\leq c \lim_{n \to \infty} \left[ \left( \int_{\mathbb{R}^N} |\nabla v_n|^p dx \right)^{(p-1)/p} \left( \int_{\mathbb{R}^N} |v_n \nabla \phi|^p dx \right)^{1/p} \right] \\
&\leq c \left( \int_{\mathbb{R}^N} |v \nabla \phi|^p dx \right)^{1/p} \\
&\leq c \left( \int_{B(x_j,2\epsilon)} |v|^p dx \right)^{1/p} \to 0 \text{ as } \epsilon \to 0.
\end{align*}
\]

Then by the weak continuity of \( F(v) \),
\[
0 = \lim_{n \to \infty} \left[ \int_{\mathbb{R}^N} \left( 1 + \frac{2^{p-1}|f(v_n)|^p}{1 + 2^{p-1}|f(v_n)|^p} \right) |\nabla v_n|^p \phi dx - \alpha \int_{\mathbb{R}^N} k(x)|f(v_n)|^q \phi dx \\
- \beta \int_{\mathbb{R}^N} |f(v_n)|^{2(p^*)} \phi dx \right] \\
\geq \lim_{n \to \infty} \left[ \frac{1}{2} \int_{\mathbb{R}^N} |\nabla f(v_n)|^2 \phi dx - \alpha \int_{\mathbb{R}^N} k(x)|f(v_n)|^q \phi dx \\
- \beta \int_{\mathbb{R}^N} |f(v_n)|^{2(p^*)} \phi dx \right] \\
= \frac{\mu_j}{2} - \beta \nu_j \quad \text{as } \epsilon \to 0.
\]

Hence \( 2\beta \nu_j \geq \mu_j \). Combining with (iii) of Proposition 3.1 we have that either

(i) \( \nu_j = 0 \), \quad (\text{II}) \( \nu_j \geq (2^{-1}\beta^{-1}S)^{N/p} \).

To obtain the possible concentration of mass at infinity, we define a cut off function \( \phi_R \in C_0^\infty(\mathbb{R}^N) \) such that \( \phi_R(x) = 0 \) on \( |x| < R \) and \( \phi_R(x) = 1 \) on \( |x| > R + 1 \). Since \( \{\phi_R \} \) is bounded in \( D^{1,p}(\mathbb{R}^N) \), we have
\[
\begin{align*}
\lim_{n \to \infty} \int_{\mathbb{R}^N} \sqrt{1 + 2^{p-1}|f(v_n)|^p} f(v_n) |\nabla v_n|^{p-2} \nabla v_n \nabla \phi_R dx \\
= \lim_{n \to \infty} \left[ \int_{\mathbb{R}^N} \left( 1 + \frac{2^{p-1}|f(v_n)|^p}{1 + 2^{p-1}|f(v_n)|^p} \right) |\nabla v_n|^p \phi_R dx \\
- \alpha \int_{\mathbb{R}^N} k(x)|f(v_n)|^q \phi_R dx - \beta \int_{\mathbb{R}^N} |f(v_n)|^{2(p^*)} \phi_R dx \right].
\end{align*}
\]
Notice that
\[
\lim_{R \to \infty} \limsup_{n \to \infty} \left| \int_{\mathbb{R}^N} \sqrt{1 + 2^{p-1}|f(v_n)|^p} f(v_n) |\nabla v_n|^{p-2} \nabla v_n \nabla \phi_R dx \right| = 0.
\]
By the weak continuity of \( F \), we have
\[
\lim_{n \to \infty} \left| \int_{|x| > R} k(x)|f(v_n)|^q \phi_R dx \right| \to 0 \quad \text{as } R \to \infty.
\]
Therefore,

\[
0 = \lim_{n \to \infty} \left[ \int_{\mathbb{R}^N} \left( 1 + \frac{2^{p-1}|f(v_n)|^p}{1 + 2^{p-1}|f(v_n)|^p} \right) \phi_R |\nabla v_n|^p dx - \alpha \int_{\mathbb{R}^N} k(x)|f(v_n)|^q \phi_R dx \\
- \beta \int_{\mathbb{R}^N} |f(v_n)|^{2(p^*)} \phi_R dx \right]
\]

\[
\geq \lim_{n \to \infty} \left[ \frac{1}{2} \int_{\mathbb{R}^N} \phi_R |\nabla f(v_n)|^2 |\nabla v_n|^p dx - \alpha \int_{\mathbb{R}^N} k(x)|f(v_n)|^q \phi_R dx \\
- \beta \int_{\mathbb{R}^N} |f(v_n)|^{2(p^*)} \phi_R dx \right]
\]

\[
= \frac{\mu_\infty}{2} - \beta \nu_\infty \quad \text{as} \quad R \to \infty.
\]

Combining with (iv) of Proposition 3.2 we have that either

\[(3.4) \quad (\text{III}) \nu_\infty = 0, \quad \text{or} \quad (\text{IV}) \nu_\infty \geq (2^{-1} \beta^{-1} S)^{N/p}.
\]

Now we claim that (II) and (IV) cannot occur if \(\alpha\) and \(\beta\) are chosen properly. Indeed, from the weak lower semicontinuity of the norm and the weak continuity of \(F\),

\[
0 > c = \lim_{n \to \infty} \left( J(v_n) - \frac{1}{2(p^*)} \langle J'(v_n), \phi \rangle + \frac{1}{2} \int_{\mathbb{R}^N} \frac{2^{p-1}|f(v_n)|^p}{1 + 2^{p-1}|f(v_n)|^p} |\nabla v_n|^p dx \right)
\]

\[
\geq \frac{1}{N} \int_{\mathbb{R}^N} |\nabla v|^p dx - \frac{\alpha}{q} \|k(x)\|_r \|f(v_n)\|^2 \|v\|_{p^*}^2.
\]

\[
\geq \frac{1}{2N} \int_{\mathbb{R}^N} |\nabla f(v)|^2 |\nabla v|^p dx - \frac{\alpha}{q} \|k(x)\|_r \|f(v)\|^2 \|v\|_{p^*}^2.
\]

\[
\geq \frac{S}{2N} \|f(v)\|_{p^*}^2 + \frac{\alpha}{q} \|k(x)\|_r \|f(v)\|^2 \|v\|_{p^*}^2,
\]

which yields \(\|f(v)\|^2 \leq \alpha \frac{S}{\mu_\infty}.\) Therefore,

\[
0 > c = \lim_{n \to \infty} \left( J(v_n) - \frac{1}{2(p^*)} \langle J'(v_n), \phi \rangle + \frac{1}{2} \int_{\mathbb{R}^N} \frac{2^{p-1}|f(v_n)|^p}{1 + 2^{p-1}|f(v_n)|^p} |\nabla v_n|^p dx \right)
\]

\[
- \alpha \int_{\mathbb{R}^N} k(x)|f(v_n)|^q \phi_R dx
\]
We denote the three integrations on the right-hand of (3.6) by \( I \).

By (3.5), we have

\[
\int_{\mathbb{R}^N} |f(v_n)|^{2(p-1)} dx \to \int_{\mathbb{R}^N} |f(v)|^{2(p^*)} dx \quad \text{as } n \to \infty.
\]

In order to prove \( v_n \to v \) in \( D^{1,p}(\mathbb{R}^N) \), we adapt some arguments in [3]. Define functions

\[
\tau_q(s) = \begin{cases} s, & \text{if } |s| \leq \eta, \\ \eta \frac{|s|}{|s|}, & \text{if } |s| > \eta. \end{cases}
\]

Fix a compact set \( K \subset \mathbb{R}^N \) and take a cut-off function \( \phi_K : \mathbb{R}^N \to \mathbb{R} \), satisfying:

\[
\phi_K \in C_0^\infty(\mathbb{R}^N), \quad 0 \leq \phi_K \leq 1, \quad \text{and } \phi_K(x) = 1 \quad \text{on } K.
\]

Then \( \phi_K \tau_q(f(v_n) - f(v)) \in D^{1,p}(\mathbb{R}^N) \). Since \( \{v_n\} \) is a (PS)\(_c\) sequence, we have

\[
o(1) = \langle J'(v_n) - J'(v), \phi_K \tau_q(f(v_n) - f(v)) \rangle
= \int_{\mathbb{R}^N} \left( |\nabla v_n|^{p-2} \nabla v_n - |\nabla v|^{p-2} \nabla v \right) \nabla \left[ \phi_K \tau_q(f(v_n) - f(v)) \right] dx
- \alpha \int_{\mathbb{R}^N} k(x) \left| f(v_n) \right|^{q-2} f(v_n) f'(v_n) - |f(v)|^{q-2} f(v) f'(v) \left[ \phi_K \tau_q(f(v_n) - f(v)) \right] dx
- \beta \int_{\mathbb{R}^N} \left[ f(v_n) \right]^{2(p^*)-2} f(v_n) f'(v_n) - |f(v)|^{2(p^*)-2} f(v) f'(v) \left[ \phi_K \tau_q(f(v_n) - f(v)) \right] dx.
\]

(3.6)

We denote the three integrations on the right-hand of (3.6) by \( I_1, I_2 \) and \( I_3 \). By (3.5), we have \( |I_2| \leq c\eta \) and \( |I_3| \leq c\eta \). Thus, by (3.6), we conclude that \( |I_1| \leq c\eta \).

Let \( e_n := (|\nabla v_n|^{p-2} \nabla v_n - |\nabla v|^{p-2} \nabla v, \nabla [\phi_K \tau_q(f(v_n) - f(v))]) \). By using Lemma 3.2, a direct calculation show that \( e_n \geq 0 \). Take \( 0 < \theta < 1 \) and split \( K \) into

\[
S^q_n = \{ x \in K; |f(v_n) - f(v)| \leq \eta \}, \quad G^q_n = \{ x \in K; |f(v_n) - f(v)| > \eta \}.
\]
Then
\[ \int_{\mathbb{R}^N} e_n^\theta dx = \int_{S^n_{\alpha}} e_n^\theta dx + \int_{G^n_{\alpha}} e_n^\theta dx \leq \left( \int e_n dx \right)^\theta |S^n_{\alpha}|^{1-\theta} + \left( \int_{G^n_{\alpha}} e_n dx \right)^\theta |G^n_{\alpha}|^{1-\theta}. \]

Now, fixed \( k \), then \( |G^n_{\alpha}| \to 0 \) as \( n \to \infty \) and from the uniform boundedness in \( L^1 \) we get
\[ \limsup_{n \to \infty} \int_{\mathbb{R}^N} e_n^\theta dx \leq (Ck)^\theta |K|^{1-\theta}. \]

Let \( k \to 0 \), we get that \( e_n^\theta \to 0 \) in \( L^1 \). By Lemma 3.2, we have \( \nabla v_n \rightharpoonup \nabla v \) in \( L^\tau(\mathbb{R}^N) \) for \( 1 < \tau < p \). By passing to a subsequence, we have \( \nabla v_n \to \nabla v \) a.e. in \( \mathbb{R}^N \). It follows that \( v_n \rightharpoonup v \) in \( D^{1,p}(\mathbb{R}^N) \). This completes the proof of Proposition 3.5.

Now we use minimax procedure to prove Theorem 2.1, then Theorem 1.1 is a consequence of it. For a Banach space \( X \), we define the set \( \Sigma = \{ A \subset X \setminus \{0\} : A \text{ is closed in } X \text{ and symmetric with respect to the origin} \} \).

For \( A \in \Sigma \), define
\[ \gamma(A) := \inf \{ m \in \mathbb{N} ; \exists \varphi \in C(A, \mathbb{R}^m \setminus \{0\}), \varphi(x) = -\varphi(-x) \}, \]
if there is no mapping \( \varphi \) as above for any \( m \in \mathbb{N} \), then \( \gamma(A) := +\infty \). We refer to the properties of the genus in [17].

**Proposition 3.4.** Let \( A, B \in X \).

1. If there exists an odd map \( f \in C(A, B) \), then \( \gamma(A) \leq \gamma(B) \).
2. If \( A \subset B \), then \( \gamma(A) \leq \gamma(B) \).
3. \( \gamma(A \cup B) \leq \gamma(A) + \gamma(B) \).
4. If \( A \) is compact, there exists a symmetric neighborhood \( N \) of \( A \), such that \( \gamma(N) = \gamma(A) \).

Let \( J \) be the functional defined above, then
\[ J(v) = \frac{1}{p} \int_{\mathbb{R}^N} |\nabla v|^p dx - \frac{\alpha}{q} \int_{\mathbb{R}^N} k(x)|f(v)|^q dx - \frac{\beta}{2(p^*)} \int_{\mathbb{R}^N} |f(v)|^{2(p^*)} dx \]
\[ \geq \frac{1}{p} \|v\|^p - \frac{\alpha}{q} \left( \int_{\mathbb{R}^N} |k(x)|^r dx \right)^{1/r} \left( \int_{\mathbb{R}^N} |f(v)|^{2(p^*)} dx \right)^{1/2(p^*)} \]
\[ \geq \frac{1}{p} \|v\|^p - \alpha_1 \|v\|^{q/2} - \beta_2 \|v\|^{p^*}. \]

We define the function
\[ Q(t) := \frac{1}{p} t^p - \alpha c_1 t^{q/2} - \beta c_2 t^{p^*}, \]
then it is easy to see that for given $\beta > 0$, there exists $\alpha_2 > 0$ so small that for every $0 < \alpha < \alpha_2$, there exists $0 < T_0 < T_1$ such that $Q(t) < 0$ for $0 < t < T_0$, $Q(t) > 0$ for $T_0 < t < T_1$ and $Q(t) < 0$ for $t > T_1$. Analogously, for given $\alpha > 0$, we can choose $\beta_2 > 0$ with the property that $T_0, T_1$ as above for each $0 < \beta < \beta_2$. Clearly, $Q(T_0) = Q(T_1) = 0$. Using the same idea as in [2], we consider the truncated functional

$$\tilde{J}(v) = \frac{1}{p} \int_{\mathbb{R}^N} |\nabla v|^p dx - \frac{\alpha}{q} \int_{\mathbb{R}^N} k(x) |f(v)|^q dx - \frac{\beta}{2(p^*)} \psi(u) \int_{\mathbb{R}^N} |f(v)|^{2(p^*)} dx,$$

where $\psi(u) = \tau(\|u\|)$ and $\tau : \mathbb{R}^+ \to [0, 1]$ is a nonincreasing $C^\infty$ function such that $\tau(t) = 1$ if $0 \leq t \leq T_0$ and $\tau(t) = 0$ if $t \geq T_1$. Thus,

$$\tilde{J}(v) \geq \tilde{Q}(\|v\|),$$

where

$$\tilde{Q}(t) := \frac{1}{p} t^p - \alpha c_1 t^{q/2} - \beta c_2 t^{p^*} \psi(t).$$

It is clear that $\tilde{J}(v) \in C^1$ and is bounded from below. Moreover, we can follow from Proposition 3.3 and (3.7) that:

**Proposition 3.5.**

(i) If $\tilde{J}(v) < 0$, then $\|v\| \leq T_0$ and $\tilde{J}(v) = J(v)$.

(ii) for any $\beta > 0$, there exists $\alpha_3 > 0$ such that if $0 < \alpha < \alpha_3$ and $c < 0$, then $\tilde{J}$ satisfies (PS)$_c$.

(iii) for any $\alpha > 0$, there exists $\beta_3 > 0$ such that if $0 < \beta < \beta_3$ and $c < 0$, then $\tilde{J}$ satisfies (PS)$_c$.

**Lemma 3.3.** Denote $K_c := \{ v \in D^{1,p}(\mathbb{R}^N) : \tilde{J}(v) = 0, \tilde{J}(v) = c \}$. Then for any $m \in \mathbb{N}$, there is $\varepsilon_m < 0$ such that $\gamma(\tilde{J}^{\varepsilon_m}) \geq m$.

**Proof.** Denote by $D^{1,p}_0(\Omega)$ the closure of $C^\infty_0(\Omega)$ with respect to the norm $\|u\| = \left( \int_\Omega |\nabla u|^p dx \right)^{1/p}$. Extending functions in $D^{1,p}_0(\Omega)$ by 0 outside $\Omega$ we can assume that $D^{1,p}_0(\Omega) \subset D^{1,p}(\mathbb{R}^N)$. Let $X_m$ be a $m$-dimensional subspace of $D^{1,p}_0(\Omega)$. For any $v \in X_m, v \neq 0$, we write $v = r_m \omega$ with $\omega \in X_m$ and $\|\omega\| = 1$. From the assumptions of $k(x)$, it is easy to see for every $\omega \in X_m$ with $\|\omega\| = 1$ that there exist $d_m > 0$ such that

$$\int_\Omega k(x)|\omega|^2 dx \geq d_m.$$

Thus for $0 < r_m < T_0$, since all the norms are equivalent and $0 < |\Omega| < +\infty$, by (f$_4$) we have

$$\tilde{J}(v) = J(v)$$

$$= \frac{1}{p} \int_\Omega |\nabla v|^p dx - \frac{\alpha}{q} \int_\Omega k(x)|f(v)|^q dx - \frac{\beta}{2(p^*)} \int_\Omega |f(v)|^{2(p^*)} dx$$

$$\leq \frac{1}{p} \int_\Omega |\nabla v|^p dx - \frac{\alpha}{q} \int_\Omega k(x)|v|^{q/2} \varepsilon_1 |v| dx - \frac{\beta}{2(p^*)} \int_\Omega (|v|^{p^*} - \varepsilon_2) dx$$
Proposition 3.6 give the result.

By Proposition 3.5(i), proof of Theorem 2.3.

On the other hand, by (3.10) and (3.11),

\[
\left| \int_\partial \partial v^p \right|_q - \frac{\alpha_c}{q} \int_\Omega k(x)|v|^2 \, dx - \frac{\beta_c}{2(p')} \int_\Omega |v|^{p'} \, dx + \varepsilon
\leq \frac{1}{\alpha} r_m^p - acn_m r_m^{q/2} - \beta c r_m^p + \varepsilon := \varepsilon_m,
\]

where \( \varepsilon_1, \varepsilon_2, \) and \( \varepsilon > 0 \) are sufficiently small. Therefore, we can choose \( r_m \in (0, T_0) \) so small that \( J(v) \leq \varepsilon_m < 0 \). Let \( S_m = \{ u \in D^{1,p}(\mathbb{R}^N) : \| u \| = r_m \} \). Then \( S_m \cap X_m \subset J^{c_m} \). Hence, by Proposition 3.4(2), \( \gamma(J^{c_m}) \geq \gamma(S_m \cap X_m) \geq m \).

Therefore, if we denote \( \Gamma_m = \{ A \in \Sigma : \gamma(A) \geq m \} \) and let

\[
eq (3.8)
\]

then

\[
eq (3.9)
\]

because \( J^{c_m} \in \Gamma_m \) and \( J^{c_m} \) is bounded from below.

**Proposition 3.6.** Let \( \alpha, \beta \) be as in Proposition 3.5(ii) or (iii). Then all \( c_m \) given by (3.8) are critical values of \( J \) and \( c_m \to 0 \) as \( m \to \infty \).

**Proof.** It is clear that \( c_m \leq c_{m+1} \). By (3.9), \( c_m < 0 \). Hence \( c_m \to \dot{c} \leq 0 \).

Moreover, since (PS)_c is satisfied, it follows from a standard argument (e.g. [17]) that all \( c_m \) are critical values of \( J \). Now, we claim that \( \dd \) is \( 0 \). If \( \dd \) \( c \) or \( K \) is compact and \( K_\dd \subset \Sigma \), it follows from that \( \gamma(K_\dd) = m_0 < +\infty \) and there exists \( \delta > 0 \) such that \( \gamma(K_\dd) = \gamma(N_\delta(K_\dd)) = m_0 \). By the deformation lemma, there exist \( \epsilon > 0 \) (\( \dd > \epsilon \)) and an odd homeomorphism \( \zeta \) such that

\[
eq (3.10)
\]

since \( c_m \) is increasing and converges to \( \dd \), there exists \( m \in \mathbb{N} \) such that \( c_m > \dd - \epsilon \) and \( c_{m+m} \leq \dd \). There exists \( A \in \Gamma_{m+m} \) such that \( \sup_{u \in A} \tilde{G}(u) < \dd + \epsilon \). By Proposition 3.4, we have

\[
eq (3.11)
\]

Therefore,

\[
eq (3.12)
\]

On the other hand, by (3.10) and (3.11),

\[
\zeta(A \setminus N_\delta(K_\dd)) \subset \zeta(J^{\dd+\epsilon} \setminus N_\delta(K_\dd)) \subset J^{\dd},
\]

which contradicts (3.12). Hence \( c_n \to 0 \).

**Proof of Theorem 2.3.** By Proposition 3.5(i), \( J(v) = \dot{J}(v) \) if \( \dd < 0 \). This and Proposition 3.6 give the result.
Proof of Theorem 1.1. The result follows from Theorem 2.1 since $u_m = f(v_m) \neq u_n = f(v_n)$ if $v_m \neq v_n$. □
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