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Abstract. This work focuses on the general decay stability of nonlinear stochastic differential equations with unbounded delay. A Razumikhin-type theorem is first established to obtain the moment stability but without almost sure stability. Then an improved edition is presented to derive not only the moment stability but also the almost sure stability, while existing Razumikhin-type theorems aim at only the moment stability. By virtue of the $M$-matrix techniques, we further develop the aforementioned Razumikhin-type theorems to be easily implementable. Two examples are given for illustration.

1. Introduction

In this paper, we consider the nonlinear stochastic differential equations with unbounded delay of the form

\begin{equation}
\begin{aligned}
dx(t) &= f(t, x(t), y(t))dt + g(t, x(t), y(t))dw(t), \\
\end{aligned}
\end{equation}

where $y(t) = x(t - \delta(t)), \delta(t) \in C^1(\mathbb{R}_+, \mathbb{R}_+), f(t, x, y) : \mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}^n \to \mathbb{R}^n, g(t, x, y) : \mathbb{R}_+ \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^{n \times m}$ are Borel measurable functions, and $w(t)$ is an $m$-dimensional Brownian motion.

Eq. (1.1) may be regarded as the stochastically perturbed systems of the following deterministic ordinary delay differential equations with unbounded delay

\begin{equation}
\begin{aligned}
dx(t) &= f(t, x(t), y(t))dt. \\
\end{aligned}
\end{equation}

For Eq. (1.2), relevant results or applications can be found, for example, in [5] or [6] for asymptotic estimation, variables’ change in [7] and asymptotic behavior of the generalized pantograph differential equations in [9] or [12].

In both Eq. (1.2) and Eq. (1.1), there are some special systems, such as the equations with a power delay if $t - \delta(t) = t^\gamma, 0 < \gamma < 1, t \geq 1$, or the equations with a proportional delay if $t - \delta(t) = \lambda t, 0 < \lambda < 1, t \geq 0$. For
the latter, the equations are called (deterministic or stochastic) pantograph differential equations. Stochastic pantograph equations were studied in [2] for the polynomial asymptotic behavior, while linear stochastic pantograph equations were discussed in [1] for the polynomial stability.

The term general decay stability is also called the stability with general decay rate. To put it formally, we need to define the so-called decay functions.

**Definition 1.1.** A function $\psi : \mathbb{R} \to (0, \infty)$ is said to be a $\psi$-type function if it satisfies the following conditions:

(i) it is continuous and nondecreasing in $\mathbb{R}$ and continuously differentiable in $\mathbb{R}^+$;

(ii) $\psi(0) = 1$ and $\psi(\infty) = \infty$;

(iii) let $\psi_1(t) = \psi(t)/\psi(t)$, then $\phi = \sup_{t \geq 0}[\psi_1(t)] < \infty$;

(iv) for any $t, s \geq 0$, $\psi(t) \leq \psi(s)\psi(t-s)$.

It is obvious that functions $\psi(t) = e^{\alpha t}$ and $\psi(t) = (1 + t^+)^\alpha$ for all $\alpha, \bar{\alpha} > 0$ are $\psi$-type functions. If $\psi_1$ and $\psi_2$ are two $\psi$-type functions, then $\psi_1 \psi_2$ is still a $\psi$-type function.

Then we can define the $p$-th moment $\psi$-type stable and almost surely $\psi$-type stable as follow:

$$\limsup_{t \to \infty} \frac{\log \mathbb{E}|x(t)|^p}{\log \psi(t)} < 0$$

and

$$\limsup_{t \to \infty} \frac{\log |x(t)|}{\log \psi(t)} < 0 \quad \text{a.s.}$$

It is obvious that $\psi$-type stability implies the exponential stability and the polynomial stability when $\psi(t) = e^{\alpha t}$ and $\psi(t) = (1 + t^+)^\alpha$ for all $\alpha, \bar{\alpha} > 0$, respectively.

Stability is a central characteristic of the behavior in a (deterministic or stochastic) dynamical system. In general, time delay and system uncertainty are commonly encountered and are often sources of instability (see [11]). It is therefore interesting to consider the stability of Eq.(1.1) whose delay is unbounded. Moreover, unbounded delay systems are often more complicated than their bounded counterparts. Many methods which are valid for the former may be inefficient or impossible for the latter. Some classical techniques, such as Lyapunov direct methods in [13] or Razumikhin-type theorems in [14], can not be directly transferred to those of the unbounded delay cases.

As for the Lyapunov direct method, we refer the reader to see Arnold’s book [3], Khasminskii’s book [10], or the exponential stability in Mao [13] and Khasminskii-type theorems in Mao [23]. However, this method requires proper Lyapunov functionals to be found beforehand and hence it is sometimes difficult to do, especially in the case of stochastic functional differential equations (SFDEs). Obviously, Eq.(1.1) is one special class of SFDEs. To examine efficiently the stability of SFDEs, Mao [14] initiated Razumikhin-type method in
1996. Then he extended it in neutral stochastic functional differential equations in Mao [15] in next year. In some sense, Razumikhin-type method has an advantage over the Lyapunov direct method, because the satisfied conditions for the former are usually weaker than the latter, that is, the conditions for the Lyapunov method usually hold in a whole function space while those for the Razumikhin-type method are much fewer. Along these lines, Mao and many other researchers acquired many known stability results in the bounded delay case; for example, see the stability analysis in Mao [16]. In the paper, our main efforts are taken to obtain the Razumikhin-type theorems in the unbounded delay case and to develop new techniques on the general decay stability.

As Mao stated in [21] that, generally speaking, the moment stability and the almost sure stability do not imply each other. To deal with the almost sure stability, there are several existing methods such as the exponential martingale inequality approach in Mao [20] and the LaSalle principle in his series’ papers [17, 18, 19] and an improved LaSalle method in Shen [25]. A well-known method is that combining the moment stability with the linear growth condition to obtain the almost sure stability, which is supported by Mao’s other series’ papers [20, 21, 22, 24]. Much different from theirs, without the linear growth condition, we propose new method to make the $p$-th moment stability imply the almost sure $\psi$-type stability in the unbounded delay case with the usual bounded delay as a special case.

The paper is arranged as follows. The next section begins with necessary notation and some assumptions in the paper. In Section 3, we establish a Razumikhin-type theorem and improve its key condition to obtain a new theorem on $p$-th moment $\psi$-type stability as well as the almost sure $\psi$-type stability. In Section 4, we apply these theorems to find some useful criteria in terms of $M$-matrix theory. As an application, we consider two two-dimensional examples to illustrate our theory in last section.

### 2. Notations and assumptions

Throughout this paper, unless otherwise specified, we use the following notation and definitions. Let $| \cdot |$ be the Euclidean norm in $\mathbb{R}^n$. If $A$ is a vector or matrix, its transpose is denoted by $A^T$. If $A$ is a matrix, denote its trace norm by $|A| = \sqrt{\text{trace}(A^T A)}$. Let $\mathbb{R}_+ = [0, \infty)$ and $\mathbb{R}_+^* = (0, \infty)$. Denote $\mathbb{R}_+^n = \{x \in \mathbb{R}^n : x_i > 0, i = 1, \ldots, n\}$ and $\mathbb{R}_+^n$. For any $c = (c_1, \ldots, c_n)^T \in \mathbb{R}^n$, let $\text{diag}(c) = \text{diag}(c_i) = \text{diag}(c_1, c_2, \ldots, c_n)$ denote the $n \times n$ matrix with all elements zero except those on the diagonal which are $c_1, \ldots, c_n$. For simplicity, if $a, b \in \mathbb{R}$, we denote $a \wedge b = \min\{a, b\}$ and $a \vee b = \max\{a, b\}$. Let $a^+ = a \vee 0$.

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space with a filtration $\{\mathcal{F}_t\}_{t \geq 0}$ satisfying the usual conditions, that is, it is right continuous and increasing while $\mathcal{F}_0$ contains all $\mathbb{P}$-null sets. Let $w(t)$ be an $m$-dimensional Brownian motion defined on this probability space.
Let $C^2(\mathbb{R}^n; \mathbb{R}_+)$ denote the family of all functions $V(x)$ from $\mathbb{R}^n$ to $\mathbb{R}_+$ which are continuously twice differentiable, and define a function $\mathcal{L}V : \mathbb{R}_+ \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ by

$$
\mathcal{L}V(t, x, y) = V_x(x)f(t, x, y) + \frac{1}{2}\text{trace}[g^T(t, x, y)V_{xx}(x)g(t, x, y)]
$$

for all $t \geq 0$, $x, y \in \mathbb{R}^n$, where

$$
V_x(x) = \left(\frac{\partial V(x)}{\partial x_1}, \frac{\partial V(x)}{\partial x_2}, \ldots, \frac{\partial V(x)}{\partial x_n}\right), \quad V_{xx}(x) = \left[\frac{\partial^2 V(x)}{\partial x_i \partial x_j}\right]_{n \times n}.
$$

If $x(t)$ is a solution of Eq.(1.1), by the Itô formula,

$$
dV(x(t)) = \mathcal{L}V(x(t))dt + V_x(x(t))g(t, x(t), y(t))dw(t),
$$

where

$$
\mathcal{L}V(x(t)) = \mathcal{L}V(t, x(t), y(t)), \quad y(t) = x(t - \delta(t)).
$$

Let $C$ always represent a generic positive constant whose value may be different for different appearances so that $C + C = C$ and $CC = C$ is understood in an appropriate sense.

For convenience, let $\tau_0 = \delta(0)$. Denote by $BC = BC([-\tau_0, 0], \mathbb{R}^n)$ the family of all continuous functions from $[-\tau_0, 0]$ to $\mathbb{R}^n$ with the norm $\|\varphi\| = \sup_{-\tau_0 \leq \theta \leq 0}|\varphi(\theta)|$. If $\tau_0 = 0$, $BC = \mathbb{R}^n$.

Throughout the paper, we assume that Eq.(1.1) has a unique global solution which is denoted by $x(t) = x(t, \xi)$ on $t \geq \tau_0$ and $\xi \in BC$. As usual, we assume that $f(t, 0, 0) = 0$, $g(t, 0, 0) = 0$, which implies that Eq.(1.1) admits an equilibrium solution. Moreover, we impose the following standing assumptions:

**Assumption 2.1.** For any initial data $\xi \in BC$, $\xi \neq 0$ and for some two constants $\alpha \geq 0$ and $p \geq 2$,

$$
\mathbb{E}[\|\xi\|^{\alpha + p}] < \infty.
$$

**Assumption 2.2.** For the constant $\alpha \geq 0$,

$$
\|x^Tf(t, x, y)\| + \|g(t, x, y)\|^2 \leq C(1 + |x|^{\alpha + 2} + |y|^{\alpha + 2}).
$$

**Assumption 2.3.** For $c_i > 0$, $1 \leq i \leq n$, there exists a function $V = \sum_{i=1}^n c_i |x_i|^p$ such that for two constants $\mu > 0, q \geq 1$,

$$
\mathbb{E}\mathcal{L}V(x(t)) \leq -\mu \psi_t(t)\mathbb{E}V(x(t)), \quad \text{whenever} \quad \mathbb{E}V(y(t)) \leq q\psi^\mu(\delta(t))\mathbb{E}V(x(t)).
$$

Assumption 2.1 is the moment bounds for initial data, which is made as the basis on stability analysis. Assumption 2.2 implies the one-sided polynomial growth condition on $f$ and the polynomial growth condition on $g$. When $\alpha = 0$, they are the classical one-sided linear growth condition and the linear growth condition, respectively, as in [8]. In addition, Assumption 2.3 is a usual assumption on the Razumikhin methods (see [14], [15] or [16]).
3. Razumikhin-type theorem and an improved edition

In this section, for \( p \geq 2 \), we first establish a Razumikhin-type theorem on the \( p \)-th moment \( \psi \)-type stability of Eq.(1.1), then develop an improved edition to derive both \( p \)-th moment \( \psi \)-type stability and the almost sure \( \psi \)-type stability.

Firstly, we need a lemma whose proof is omitted since it can be easily completed by the standard estimate method as in [16], Ch.5.

**Lemma 3.1.** Under Assumptions 2.1 and 2.2, let \( x(t) = x(t, \xi) (\xi \in BC) \) be a global solution of Eq.(1.1). Then for \( \alpha \geq 0 \) and \( p \geq 2 \),

\[
E\left[ \sup_{-\tau \leq s \leq t} |x(s)|^{\alpha + p} \right] < \infty. \tag{3.1}
\]

In the case of bounded delay, as some literature such as [21] or [22] put, the moment exponential stability and linear growth condition do imply the almost sure exponential stability. While in the case of unbounded delay, can this result be kept as well? Or under what conditions does the \( p \)-th moment \( \psi \)-type stability imply almost sure \( \psi \)-type stability? The following theorems address these questions.

**Theorem 3.2.** Under Assumptions 2.1-2.3, let

\[
S_\mu(\xi) = \sup_{-\tau \leq \theta \leq 0} \psi^{\mu}(\theta)V(\xi(\theta)).
\]

Then the global solution \( x(t) \) of Eq.(1.1) has the following properties:

\[
EV(x(t)) \leq S_\mu(\xi)\psi^{-\mu}(t), \tag{3.2}
\]

\[
E|x(t)|^p \leq C\psi^{-\mu}(t), \tag{3.3}
\]

\[
\limsup_{t \to \infty} \frac{\ln E|x(t)|^p}{\ln \psi(t)} \leq -\mu. \tag{3.4}
\]

**Proof.** Obviously, (3.2) implies (3.3) and (3.3) implies (3.4). Therefore, we only need to prove (3.2). If we could prove (3.2) for \( \gamma \in (0, \mu) \), we would complete this proof. This is equivalent to proving that

\[
h(t) := \psi^{\gamma}(t)EV(x(t)) \leq S_\gamma(\xi) \tag{3.5}
\]

for all \( t \geq 0 \).

First, when \( t = 0 \), we have

\[
h(0) = EV(x(0)) \leq S_\gamma(\xi).
\]

Next we will show that (3.5) holds for all \( t > 0 \). Otherwise, by the continuity of \( h(t) \), there must exist a maximal \( t_0 \in \mathbb{R}_+ \) such that for all \( t \in [0, t_0] \),

\[
h(t) \leq S_\gamma(\xi) = h(t_0). \]

Let \( \Delta(t) = t - \delta(t) \), by the definition of \( \psi \)-type function, we have \( \psi(t) \leq \psi(\delta(t))\psi(\Delta(t)) \). The situation is divided into two cases.

**Case 1:** \( \Delta(t_0) \geq 0 \). When \( \Delta(t_0) \geq 0 \), we know \( \Delta(t_0) \in [0, t_0] \). Compute

\[
EV(g(t_0)) = EV(x(\Delta(t_0))) = \psi^{-\gamma}(\Delta(t_0))h(\Delta(t_0))
\]
\[ \psi^{-\gamma}(\Delta(t_0))S_\gamma(\xi) \]

\[ = \psi^{-\gamma}(\Delta(t_0))h(t_0) \]

\[ = \psi^{-\gamma}(\Delta(t_0))\psi^\gamma(t_0)\mathbb{EV}(x(t_0)) \]

\[ \leq \psi^\gamma(\delta(t_0))\mathbb{EV}(x(t_0)) \]

\[ \leq q_0^\mu(\delta(t_0))\mathbb{EV}(x(t_0)). \]

**Case 2:** \( \Delta(t_0) < 0 \). From \( \Delta(t_0) < 0 \) we have

\[ \mathbb{EV}(y(t_0)) = \mathbb{EV}(S_\gamma(\xi \Delta(t_0))) \]

\[ \leq \psi^{-\gamma}(\Delta(t_0))S_\gamma(\xi). \]

Repeating the corresponding part of Case 1 yields

\[ \mathbb{EV}(y(t_0)) \leq q_0^\mu(\delta(t_0))\mathbb{EV}(x(t_0)). \]

By Assumption 2.3, we have

\[ \mathbb{ELV}(x(t_0)) \leq -\mu_1(t_0)\mathbb{EV}(x(t_0)). \]

Note that \( \mathbb{EV}(x(t_0)) > 0 \). Otherwise, \( 0 = \mathbb{EV}(x(t_0)) = h(t_0) = S_\gamma(\xi) \). This contradicts \( \xi \neq 0 \). Noting \( \gamma < \mu \), when \( t > t_0 \) and \( t \) is sufficiently close to \( t_0 \), we have

\[ \mathbb{ELV}(x(t)) \leq -\gamma_1(t)\mathbb{EV}(x(t)). \]

By the Itô formula, we observe

\[ h(T) = h(t_0) + \int_{t_0}^{T} \psi^\gamma(t)[\mathbb{ELV}(x(t)) + \gamma_1(t)\mathbb{EV}(x(t))]dt \]

\[ \leq h(t_0) \]

for \( T > t_0 \) and \( T \) sufficiently near \( t_0 \). This contradicts the definition of \( t_0 \). So, (3.5) is confirmed for all \( t \geq 0 \).

In the above proof, the continuity of functions \( h(t), \mathbb{EV}(x(t)) \) and \( \mathbb{ELV}(x(t)) \) is regarded as a fact, which we will make up for its proof now. First, it is known that \( V(x(t)) \) and \( LV(x(t)) \) are almost surely pathwise continuous for all \( t \geq 0 \). Let \( G(t) = \sup_{-\infty < s \leq t} |x(s)|^{\alpha+p} \). By Lemma 3.1, we have \( \mathbb{EV}(G(t)) < \infty \) for all \( t \geq 0 \). Since

\[ V(x(t)) \leq C|x(t)|^p \leq C[G(t) + 1], \]

by the Lebesgue dominated convergence theorem, we obtain that \( \mathbb{EV}(x(t)) \) is continuous and \( h(t) \) is also continuous.

By Assumption 2.2, we can get

\[ |\mathcal{L}V(t,x,y)| \leq C(1 + |x|^{\alpha+p} + |y|^{\alpha+p}), \]

\[ |LV(x(t))| \leq C[1 + G(t)]. \]

Applying the dominated convergence theorem again to derive that \( \mathbb{ELV}(x(t)) \) is continuous. This completes the proof. \( \square \)
Obviously, there are some weaknesses in Theorem 3.2. Firstly, the key condition (2.5) is not easily tested. Moreover, like existing Razumikhin-type theorems (see [14], [15] or [16]), the almost sure stability can not be obtained. However, the following improved result will overcome these weaknesses and derive the almost sure stability without linear growth conditions.

**Theorem 3.3.** Let Assumptions 2.1 and 2.2 hold. Assume that there exist constants $a > b > 0$, $\varepsilon > 0$ and $c_i > 0$, $1 \leq i \leq n$, such that for some function $V(x) = \sum_{i=1}^{n} c_i |x_i|^p (p \geq 2)$,

$$LV(t, x, y) \leq \psi_1(t)[-aV(x) + bV(y)\psi^{-\varepsilon}(\delta(t))].$$

Then for $\mu \in (0, \varepsilon]$, conclusions (3.2)-(3.4) of Theorem 3.2 still hold. Assume further that

$$|V'_x(x)g(t, x, y)| \leq CV(x),$$

and there exists $\pi_0 \in [0, \mu)$ such that for any $\pi > \pi_0$,

$$\sum_{k=1}^{\infty} \psi^{-\pi}(k) < \infty,$$

then we have

$$\limsup_{t \to \infty} \frac{\ln|x(t)|}{\ln \psi(t)} \leq \frac{\mu - \pi_0}{\mu} \ a.s.$$  

**Proof.** The proof will be divided into three steps.

**Step 1.** Noting $\psi(t)$ is increasing on $t$, for $\mu \in (0, \varepsilon]$ and $x(t)$ which satisfies

$$\mathbb{E}V(y(t)) \leq q\psi^\mu(\delta(t))\mathbb{E}V(x(t)),$$

then by condition (3.6) we have

$$\mathbb{E}LV(x(t)) \leq \psi_1(t)[-a\mathbb{E}V(x(t)) + b\mathbb{E}V(y(t))\psi^{-\varepsilon}(\delta(t))]$$

$$\leq -a\psi_1(t)\mathbb{E}V(x(t)) + b\psi_1(t)\psi^\mu(\delta(t))\psi^{-\varepsilon}(\delta(t))\mathbb{E}V(x(t))$$

$$\leq -(a - b\varepsilon)\psi_1(t)\mathbb{E}V(x(t)).$$

Let $\mu = \varepsilon \wedge (a - b)$, there surely exists $q \in [1, a/b]$ such that $\mu = a - bq > 0$. Therefore, we have tested Assumption 2.3. Thus, by Theorem 3.2, conclusions (3.2)-(3.4) of Theorem 3.2 hold.

**Step 2.** Let $m(t) = \psi^\mu(t)V(x(t))$. We need to prove

$$M(t) := \mathbb{E}\left[\sup_{\tau \leq s \leq \tau + 1} m(s)\right] \leq C.$$  

By the Itô’s formula, we have

$$M(t) = \mathbb{E}\left\{\sup_{\tau \leq s \leq \tau + 1} \left[ m(t) + \int_{t}^{s} Lm(r)dr + \int_{t}^{s} \psi^\mu(r)V'(x(r))g(r, x(r), y(r))dw(r) \right] \right\}$$

(3.10)
\[
E \sup_{t \leq s \leq t+1} m(t) + \mathbb{E} \left[ \sup_{t \leq s \leq t+1} \int_t^s Lm(r)dr \right] \\
+ \mathbb{E} \left[ \sup_{t \leq s \leq t+1} \int_t^s \phi(r)V_x(x(r))g(r, x(r), y(r))dw(r) \right] \\
:= I_1 + I_2 + I_3.
\]

Then we will estimate \( I_1, I_2 \) and \( I_3 \), respectively.

Firstly, connecting the conclusion (3.3) with that

\[
I_1 = \mathbb{E} \left[ \sup_{t \leq s \leq t+1} \psi^\mu(t)V(x(t)) \right]
\]

produces clearly that \( I_1 \leq C \).

Then by condition (3.6), we find that

\[
I_2 = \mathbb{E} \left[ \sup_{t \leq s \leq t+1} \int_t^s \psi^\mu(r)[LV(x(r)) + \mu \psi_1(r)V(x(r))]dr \right] \\
\leq \mathbb{E} \int_t^{t+1} \phi \psi^\mu(s) \psi_1(s)[bV(y(s))\psi^{-\varepsilon}(\delta(s)) + \mu V(x(s))]ds.
\]

Noting \( \psi_1(s) \leq \phi \) and \( \psi^\mu(s) \leq \psi^\mu(s - \delta(s)) \psi^\mu(\delta(s)) \leq \psi^\mu(s - \delta(s)) \psi^\mu(\delta(s)) \),
we have

\[
I_2 \leq \mathbb{E} \int_t^{t+1} [\phi b \psi^\mu(s - \delta(s))V(y(s)) + \phi \mu \psi^\mu(s)V(x(s))]ds.
\]

Using inequality (3.3) again, we get \( I_2 \leq C \).

Thirdly, applying the well-known Burkholder-Davis-Gundy inequality yields

\[
I_3 = \mathbb{E} \left[ \sup_{t \leq s \leq t+1} \int_t^s \phi(r)V_x(x(r))g(r, x(r), y(r))dw(r) \right] \\
\leq CE \left[ \int_t^{t+1} |\psi^\mu(s)V_x(x(s))g(s, x(s), y(s))|^2 ds \right]^{1/2}.
\]

Recalling condition (3.7) and the inequality \( \sqrt{ab} \leq (a + b)/2, a, b > 0 \), we have

\[
I_3 \leq CE \left[ \int_t^{t+1} |\psi^\mu(s)V(x(s))|^2 ds \right]^{1/2} \\
\leq CE \left[ \sup_{t \leq s \leq t+1} m(s) \int_t^{t+1} m(s)ds \right]^{1/2} \\
\leq \frac{M(t)}{2} + CE \int_t^{t+1} m(s)ds.
\]
Therefore, inserting all of these estimated bounds into Eq.(3.10) yields
\[ M(t) \leq C + \frac{1}{2} M(t) + C \mathbb{E} \int_t^{t+1} m(s) \, ds. \]
Applying inequality (3.2) to get that \( \mathbb{E} m(s) \leq C \), we have
\[ M(t) \leq C + \frac{1}{2} M(t). \]
Since we know that \( M(t) = 1 \) from Assumption 2.1, \( M(t) \leq C \) as desired.

**Step 3.** Let \( \pi \in (\pi_0, \mu) \) be arbitrary. By the Chebyshev inequality, we have
\[ \mathbb{P} \left( \sup_{k \leq t \leq k+1} m(t) \leq \psi^{\pi}(k) \right) \leq \psi^{-\pi}(M(k) \leq C \psi^{-\pi}(k), \quad k = 1, 2, \ldots. \]
Applying the Borel-Cantelli Lemma to get that for almost all \( \omega \in \Omega \), sufficiently large \( k \) and \( k \leq t \leq k + 1 \), we have
\[ m(t) \leq \psi^{\pi}(k) \leq \psi^{\pi}(t). \]
This implies that for all \( t \geq 0 \),
\[ \psi^{\mu-\pi}(t)V(x(t)) \leq C. \]
Therefore
\[ \limsup_{t \to \infty} \frac{\ln V(x(t))}{\ln \psi(t)} \leq \pi - \mu \quad \text{a.s.} \]
Recalling that \( V(x) = \sum_{i=1}^{n} c_i |x_i|^p \) and letting \( \pi \to \pi_0 \), we obtain
\[ \limsup_{t \to \infty} \frac{\ln |x(t)|}{\ln \psi(t)} \leq \frac{\mu - \pi_0}{p} \quad \text{a.s.} \]
as required. \( \square \)

Theorem 3.3 not only provides a systematic treatment for \( p \)-th moment \( \psi \)-type stability and almost sure \( \psi \)-type stability, but also gives conditions that the former implies the latter. To see this, under Assumptions 2.1-2.2 and conditions (3.6)-(3.8), we have conclusions (3.3) and (3.9) which are \( p \)-th moment \( \psi \)-type stability and almost sure \( \psi \)-type stability, respectively. Moreover, taking \( \psi(t) = e^t \) and \( \psi(t) = (1 + t^+) \), respectively, we obtain the exponential stability, the polynomial stability and that the exponential stability implies the polynomial stability.

**Remark 3.4.** If we choose \( \psi(t) = e^t \), then there exists \( \pi_0 = 0 \in [0, \mu) \) such that for any \( \pi > \pi_0 \) condition (3.8) holds. This means that, when \( \psi(t) = e^t \), condition (3.8) holds automatically. Thus, if condition (3.7) is satisfied, then the \( p \)-th moment exponential stability can be used to derive the almost sure exponential stability for Eq.(1.1).
4. Further results

Obviously, in Theorem 3.3, it is inconvenient to check condition (3.6) since it is unrelated to both functions $f$ and $g$ of the Eq. (1.1) explicitly. Based on Theorem 3.3, a useful criterion will be established and it can be easily implementable in this section.

To specialize condition (3.6), we impose some conditions on the functions $f$ and $g$ to guarantee Theorem 3.3. For any $(t, x, y) \in \mathbb{R}_+ \times \mathbb{R}^n \times \mathbb{R}^n$,

(H1) \quad \begin{cases} x_i f_i(t, x, y) \leq \psi_1(t) \left\{ -\sigma_{i0} x_i^2 - \sigma_i |x_i|^{\alpha_i + 2} + \sum_{j=1}^{n} \sigma_{ij} x_j^2 + \tilde{\sigma}_{ij} y_j^2 \psi^{-\varepsilon}(\delta(t)) \right\} + \sum_{j=1}^{n} \sum_{k=1}^{K} \sigma_{ijk} |x_j|^{\alpha_k + 2} \right\}; \\
(H2) \quad |g_i(t, x, y)|^2 \leq \psi_1(t) \sum_{j=1}^{n} \lambda_{ij} x_j^2,

\end{cases}

where $\varepsilon$, $\sigma_i$, $\sigma_{i0}$ for all $i = 1, \ldots, n$ are positive constants, and other parameters are all nonnegative.

Condition (H1) is the one-sided polynomial condition on $f$. When $\alpha = 0$, this condition will be specialized as the classical one-sided linear growth condition as in [8]. In addition, condition (H2) is the classical linear growth condition on $g$.

Noting that $\psi^{-\varepsilon}(\delta(t))$ is decreasing in $\varepsilon$ and Definition 1.1, we know that if conditions (H1) and (H2) are satisfied, then they will still hold when $\varepsilon$ is replaced by any $\varepsilon' \in (0, \varepsilon)$. For condition (H1), without loss of generality, let $0 \leq \alpha_1 < \alpha_2 < \cdots < \alpha_K < \alpha$.

To proceed, we need a useful lemma.

Lemma 4.1. Let $\alpha, p > 0$, $0 \leq \alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_K < \alpha$, $a > 0$, $b > z = \sum_{k=1}^{K} z_k$, $z_k \geq 0$ ($1 \leq k \leq K$). If

(4.1) \quad a > z \rho_1,

where

(4.2) \quad \rho_1 := (\alpha - \alpha_1) \left( \frac{\alpha_1}{\alpha} \right)^{\frac{1}{\alpha - \alpha_1}},

when $\rho_1 = 0$ if $\alpha_1 = \alpha$ and $\rho_1 = 1$ if $\alpha_1 = 0$, then there exists a constant $\hat{a} \in (0, a)$ such that for any $t \geq 0$,

(4.3) \quad at^p + bt^{\alpha_1 - p} - \sum_{k=1}^{K} z_k t^{\alpha_k + p} \geq \hat{a} t^p.
Proof. If we can prove that there is a constant $a_0 \in (z \rho_1, a)$ such that for any $t \geq 0$

$$F(t) := a_0 + bt^\alpha - \sum_{k=1}^{K} z_k t^{\alpha_k} \geq 0,$$

then we can get the desired assertion. Two cases will be considered.

**Case 1:** $K = 1$. Let $z = z_1$ and $\beta = \alpha_1$. Then $F(t) = a_0 + bt^\alpha - z t^\beta$ for $t \geq 0$. Assume that $\alpha > \beta > 0$ (when $\alpha = \beta$, the proof is obvious). It is noted that there exists a unique $t_0 = (z \beta / \alpha b)^{1/(\alpha - \beta)}$ such that $F'(t_0) = 0$. By condition (4.1), recalling that $z < b$ and $a_0 > z \rho_1$, we have

$$F(t_0) = a_0 - z(\alpha - \beta) \left( \frac{\beta z}{\alpha b} \right)^{\frac{\beta}{\alpha - \beta}} \left( \frac{z}{b} \right)^{\frac{\beta}{\alpha - \beta}} > 0.$$

Noting that $F(0) = a_0$, $F(\infty) = \infty$, we get for any $t \geq 0$, $F(t) \geq a_0 \wedge F(t_0) > 0$.

**Case 2:** $K > 1$. Noting that $0 \leq \alpha_1 \leq \alpha_2 \leq \cdots \leq \alpha_K < \alpha$, we have

$$F(t) \geq \begin{cases} a_0 + bt^\alpha - z t^{\alpha_1} := F_1(t), & \text{if } t \in [0, 1]; \\ a_0 + bt^\alpha - z t^{\alpha_K} := F_K(t), & \text{if } t > 1. \end{cases}$$

By Case 1, we know for all $t \geq 0$, $F_1(t) \geq 0$. Let

$$G(x) = (\alpha - x) \left( \frac{x^\alpha}{\alpha^\alpha} \right)^{\frac{1}{\alpha - x}}$$

for $x \in (0, \alpha)$. Direct computation produces that

$$\frac{G'(x)}{G(x)} = \frac{d \log G(x)}{dx} = \frac{\alpha \log(x/\alpha)}{(\alpha - x)^2} < 0,$$

which implies that for $x \in (0, \alpha)$, $G(x)$ is decreasing, so we have $a > z G(\alpha_1) \geq z G(\alpha_K)$. By the proof of Case 1, we therefore have that for all $t \geq 0$, $F_K(t) \geq 0$.

In sum, for all $t \geq 0$, $F(t) \geq F_1(t) \land F_K(t) \geq 0$, as desired. The proof is complete. \qed

To ease our presentation, we introduce the following notations:

(4.4a) $\sigma_{\bullet} = \sum_{j=1}^{n} \sigma_{ij}$, $\bar{\sigma}_{\bullet} = \sum_{j=1}^{n} \bar{\sigma}_{ij}$, $\lambda_{\bullet} = \sum_{j=1}^{n} \lambda_{ij}$, $D_i = \sum_{k=1}^{K} d_{ik}$;

(4.4b) $\gamma_i = p \sigma_{i0} - (p - 2)(\sigma_{\bullet} + \bar{\sigma}_{\bullet}) - \frac{(p - 1)(p - 2)}{2} \lambda_{i\bullet}$;

(4.4c) $\zeta_i = p(p - 2)\rho_1 \sum_{j=1}^{n} \sum_{k=1}^{K} \frac{\sigma_{ijk}}{\alpha_k + p}$, $\omega_i = (p \sigma_i \rho_1) \land \gamma_i$;
By virtue of the M-matrix theory, we will give a new criterion to measure the ψ-type stability of Eq. (1.1).

**Theorem 4.2.** Let conditions (3.8), (H1) and (H2) hold. If for ωi, ξi, Σ, Λ and Σk defined by (4.4)-(4.5),

\[
Q = \text{diag}(\omega_i - \zeta_i) - 4\Sigma - (p - 1)\Lambda - \rho_1p \sum_{k=1}^{K} (\Sigma_k)
\]

is an M-matrix, then for any initial data \(\xi \in BC\) and \(\mu \in (0, \varepsilon]\), the global solution \(x(t, \xi)\) of Eq. (1.1) satisfies (3.2)-(3.4) and (3.9).

**Proof.** Step 1. p-th moment ψ-type stability: Since \(Q\) is an M-matrix, there surely exists \(c \in \mathbb{R}^n_+\) such that \(Q^Tc \in \mathbb{R}^n_+\) (See [4]). Applying (2.1) in \(V = \sum_{i=1}^{n} c_i|x_i|^p\) yields

\[
\mathcal{L}V(t, x, y) = p \sum_{i=1}^{n} c_i|x_i|^{p-2}x_i f_i(t, x, y) + \frac{1}{2} p(p - 1) \sum_{i=1}^{n} c_i|x_i|^{p-2}|g_i(t, x, y)|^2
\]

\[
:= I_1 + I_2.
\]

By condition (H1), we first estimate \(I_1\).

\[
\frac{I_1}{\psi_1(t)} \leq p \sum_{i=1}^{n} c_i|x_i|^{p-2}\left\{-\sigma_{i0}x_i^2 - \sigma_i|x_i|^\alpha + 2 + \sum_{j=1}^{n} (\sigma_{ij}x_j^2 + \sigma_{ij}y_j^2 \psi^{-\varepsilon}(\delta(t)))\right\}
\]

\[
+ p \sum_{j=1}^{n} \sum_{k=1}^{K} \sigma_{ijk}x_j^{\alpha_k + 2}
\]

\[
\leq -p \sum_{i=1}^{n} c_i\sigma_{i0}|x_i|^p - p \sum_{i=1}^{n} c_i\sigma_i|x_i|^{\alpha + p} + p \sum_{i,j=1}^{n} c_i\sigma_{ij}\frac{(p - 2)|x_i|^p + 2|x_j|^p}{p}
\]

\[
+ p \sum_{i,j=1}^{n} c_i\sigma_{ij}\frac{(p - 2)|x_i|^p + 2|y_j|^p}{p} \psi^{-\varepsilon}(\delta(t))
\]

\[
+ p \sum_{i,j=1}^{n} c_i \sum_{k=1}^{K} \sigma_{ijk}\frac{(p - 2)|x_i|^{\alpha_k + p} + (\alpha_k + 2)|x_j|^{\alpha_k + p}}{\alpha_k + p},
\]

where we have used the Young inequality

\[
x^\alpha y^\beta \leq \frac{\alpha|x|^\alpha + \beta|y|^\beta}{\alpha + \beta}, \quad x, y \geq 0, \alpha, \beta > 0.
\]

Using condition (H2) and the Young inequality again, we have

\[
\frac{I_2}{\psi_1(t)} \leq \frac{1}{2} p(p - 1) \sum_{i=1}^{n} c_i|x_i|^{p-2} \sum_{j=1}^{n} \lambda_{ij}x_j^2
\]
\[ \frac{1}{2} p(p-1) \sum_{i,j=1}^{n} c_i \lambda_{ij} \frac{(p-2)|x_i|^p + 2|x_j|^p}{p} \]

\[ = \frac{p-1}{2} \sum_{i,j=1}^{n} c_i \lambda_{ij} [(p-2)|x_i|^p + 2|x_j|^p]. \]

Therefore,

\[ I_1 + I_2 \]

\[ \lesssim - \sum_{i=1}^{n} \left[ p c_i \sigma_{i0} - (p-2)c_i \sum_{j=1}^{n} \sigma_{ij} - (p-2)c_i \sum_{j=1}^{n} \sigma_{ji} - 2 \sum_{j=1}^{n} c_j \lambda_{ji} \right. \]

\[ \left. - \frac{(p-1)(p-2)}{2} c_i \sum_{j=1}^{n} \lambda_{ij} - (p-1) \sum_{j=1}^{n} c_j \lambda_{ji} \right] |x_i|^p \]

\[ - p \sum_{i=1}^{n} c_i \sigma_{i} |x_i|^{\alpha+p} + 2 \sum_{i,j=1}^{n} c_i \sigma_{ij} |y_j|^p \psi^{-\varepsilon}(\delta(t)) \]

\[ + p \sum_{i,j=1}^{n} \sum_{k=1}^{K} \left[ (p-2)c_i \sigma_{ijk} \frac{1}{\alpha_k + p} + c_j \sigma_{jik} \frac{\alpha_k + 2}{\alpha_k + p} \right] |x_i|^{\alpha+p} \]

\[ := - \sum_{i=1}^{n} [a_i |x_i|^p + b_i |x_i|^{\alpha+p} - K \sum_{k=1}^{K} d_{ik} |x_i|^{\alpha+p}] + 2 \sum_{i,j=1}^{n} c_i \sigma_{ij} |y_j|^p \psi^{-\varepsilon}(\delta(t)), \]

where

\[ a_i = pc_i \sigma_{i0} - (p-2)c_i (\sigma_{i\bullet} + \sigma_{\bullet i}) - \frac{(p-1)(p-2)}{2} c_i \lambda_{i\bullet} \]

\[ - \sum_{j=1}^{n} c_j [2\sigma_{ji} + (p-1)\lambda_{ji}]; \]

\[ b_i = pc_i \sigma_{i}; \]

\[ d_{ik} = p (p-2)c_i \frac{\sigma_{ijk}}{\alpha_k + p} + \sum_{j=1}^{n} c_j \sigma_{jik} \frac{\alpha_k + 2}{\alpha_k + p}. \]

Hence, we obtain

\[ a_i - \rho_1 D_i \]

\[ = c_i \left[ p \sigma_{i0} - (p-2)(\sigma_{i\bullet} + \sigma_{\bullet i}) - \frac{(p-1)(p-2)}{2} \lambda_{i\bullet} - p(p-2)\rho_1 \sum_{j=1}^{n} \sum_{k=1}^{K} \frac{\sigma_{ijk}}{\alpha_k + p} \right] \]

\[ - \sum_{j=1}^{n} c_j [2\sigma_{ji} + (p-1)\lambda_{ji}] - p\rho_1 \sum_{j=1}^{n} \sum_{k=1}^{K} c_j \sigma_{jik} \frac{\alpha_k + 2}{\alpha_k + p}. \]
\[ b_i - D_i = c_i \left[ p\sigma_i - p(p - 2) \sum_{j=1}^{K} \sum_{k=1}^{n} \frac{\sigma_{ijk}}{\alpha_k + p} - p \sum_{j=1}^{K} \sum_{k=1}^{n} c_j \sigma_{ijk} \frac{\alpha_k + 2}{\alpha_k + p} \right]. \]

Noting that \( Q^T c \in \mathbb{R}^n_{++} \) implies that for all \( i = 1, \ldots, n, a_i > \rho_1 D_i, b_i > D_i \), thus, all the conditions of Lemma 4.1 are tested, so by the proof of Lemma 4.1, we observe that there exists a constant \( \hat{a}_i \in (0, a_i - \rho_1 D_i) \) such that

\[(4.7) \quad a_i |x_i|^p + b_i |x_i|^\alpha + p - \sum_{k=1}^{K} d_{ik} |x_i|^\alpha + p \geq \hat{a}_i |x_i|^p. \]

This implies that

\[
\frac{I_1 + I_2}{\psi_1(t)} \leq - \sum_{i=1}^{n} \hat{a}_i |x_i|^p + 2 \sum_{i,j=1}^{n} c_{ij} \sigma_{ij} |y_j|^p \psi^{-e} (\delta(t)),
\]

that is

\[(4.8) \quad \mathcal{L} V(t, x, y) \leq \psi_1(t) \left[ - \sum_{i=1}^{n} \hat{a}_i |x_i|^p + 2 \sum_{i,j=1}^{n} c_{ij} \sigma_{ij} |y_j|^p \psi^{-e} (\delta(t)) \right].\]

Next, we prove that (4.8) implies condition (3.6). Noting that \( Q^T c \in \mathbb{R}^n_{++} \) implies that \( 2 \sum_{j=1}^{n} c_j \sigma_{jj} < a_i - D_i \rho_1 \), by the proof of Lemma 4.1, we observe that there exists a constant \( \hat{a}_i \in (2 \sum_{j=1}^{n} c_j \sigma_{jj}, a_i - D_i \rho_1) \) such that (4.7) is satisfied and \( \hat{a}_i > 2 \sum_{j=1}^{n} c_j \sigma_{jj} \). This implies \( \hat{a}_i c_i^{-1} > 2 c_i^{-1} \sum_{j=1}^{n} c_j \sigma_{jj} \). So there must exist positive constants \( a, b \) such that

\[
\begin{cases}
    a < \hat{a}_i c_i^{-1}, \\
    b \geq 2 c_i^{-1} \sum_{j=1}^{n} c_j \sigma_{jj}, \\
    a > b.
\end{cases}
\]

Therefore, we have

\[
\mathcal{L} V(t, x, y) \leq \psi_1(t) \left[ - a \sum_{i=1}^{n} c_i |x_i|^p + b \sum_{i=1}^{n} c_i |y_i|^p \psi^{-e} (\delta(t)) \right]
= \psi_1(t) \left[ - a V(x) + b V(y) \psi^{-e} (\delta(t)) \right].
\]

That is, condition (3.6) of Theorem 3.3 is tested. Under conditions (H1) and (H2), we confirm the existence of (2.4). Then the required assertions (3.2)-(3.4) hold following Theorem 3.3.
Step 2. Almost sure $\psi$-type stability: For the function $V(x) = \sum_{i=1}^{n} c_i |x_i|^p$, we have $V_x(x) = p \sum_{i=1}^{n} c_i |x_i|^{p-2} x_i$. Using condition (H2) and noting $|\psi_1(t)| \leq \phi$, we compute

$$|V_x(x)g(t,x,y)|^2 \leq |V_x(x)|^2 |g(t,x,y)|^2$$

$$\leq p^2 \phi \sum_{i=1}^{n} c_i |x_i|^{p-2} \sum_{j=1}^{n} \lambda_{ij} x_j^2$$

Using the elementary inequality

$$(\sum_{j=1}^{n} \lambda_{ij} x_j^2)^2 \leq \sum_{j=1}^{n} \lambda_j \sum_{j=1}^{n} \lambda_j x_j^2, \quad \lambda_j \geq 0, x_j \in \mathbb{R},$$

we have

$$|V_x(x)g(t,x,y)|^2 \leq p^2 \phi \sum_{i=1}^{n} c_i \sum_{i,j=1}^{n} c_i \lambda_{ij} \frac{(2p - 2)|x_i|^{2p} + 2|x_j|^{2p}}{2p}$$

$$= p\phi \sum_{i=1}^{n} c_i \sum_{i,j=1}^{n} c_i \lambda_{ij} [(p - 1)x_i^{2p} + x_j^{2p}].$$

Then we claim that there must exist some constant such that

$$|V_x(x)g(t,x,y)|^2 \leq CV(x)^2.$$ 

Therefore, condition (3.7) of Theorem 3.3 is tested. Making use of conditions (3.7) and (3.8), we have assertion (3.9), as desired.

By comparing Theorem 3.3 with Theorem 4.2, one finds that the former is more general while the later is much simpler. Somewhat remarkably, Theorem 4.2 merely requires the matrix $Q$ to be an $M$-matrix, which will bring more convenience in applications. Moreover, by modifying slightly condition (4.6) in Theorem 4.2, we have another useful theorem.

Define

$$M = \text{diag}(p\sigma_i \rho_1 - \zeta_i) - pp_1 \sum_{k=1}^{K} (\Sigma_k),$$

$$N = \text{diag}(\gamma_i - \zeta_i) - 2\Sigma - (p - 1)\Lambda - pp_1 \sum_{k=1}^{K} (\Sigma_k),$$
where $\gamma_i, \zeta_i, \Sigma, \Lambda$ and $\Sigma_k$ are defined by (4.4)-(4.5).

**Theorem 4.3.** Under conditions (3.8), (H1) and (H2). If there exists $c = (c_1, \ldots, c_n)^T \in \mathbb{R}^n_{++}$ such that $M^Tc, N^Tc, H^Tc \in \mathbb{R}^n_{++}$, then the conclusions of Theorem 4.2 hold.

**Proof.** Recalling the proof of Theorem 4.2 and noting that there exists $c = (c_1, \ldots, c_n)^T \in \mathbb{R}^n_{++}$ such that $M^Tc, N^Tc, H^Tc \in \mathbb{R}^n_{++}$, we get

\begin{equation}
(4.12) \quad H = \text{diag}(\gamma_i - \zeta_i) - 4\Sigma - (p - 1)\Lambda - pp_1 \sum_{k=1}^{K} (\Sigma_k),
\end{equation}

which implies $c_i > D_i \rho_1, b_i > D_i$ and $a_i - D_i \rho_1 > 2 \sum_{j=1}^{n} c_j \sigma_{ji}$. Repeating the proof of Theorem 4.2 yields the desired assertion. $\square$

It is easy to see that the conditions in Theorem 4.2 are stronger than those of Theorem 4.3, while the latter gains more efficiency in applications. For the applications of Theorem 4.3, is there surely a $c \in \mathbb{R}^n_{++}$ such that $M^Tc, N^Tc, H^Tc \in \mathbb{R}^n_{++}$? The following lemma presents a positive answer to this question and provides a sufficient condition.

**Lemma 4.4.** Assume that $A_k \in \mathbb{R}^{n \times n} (1 \leq k \leq K)$, if $A_1, \ldots, A_{K-1}, A_k A_l^{-1} (1 \leq l < k \leq K)$ are all $M$-matrices, then there exists $c \in \mathbb{R}^n_{++}$ such that $A_k c \in \mathbb{R}^n_{++} (1 \leq k \leq K)$.

**Proof.** When $k = 1$, the result holds clearly.

Suppose $K > 1$. If $A_1, \ldots, A_{K-1}, A_k A_l^{-1} (1 \leq l < k \leq K)$ are $M$-matrices, then we have

\begin{equation}
A_2 A_1^{-1}, \ldots, A_{K-1} A_1^{-1}, A_k A_l^{-1} (A_l A_1^{-1})^{-1} (2 \leq l < k \leq K)
\end{equation}

are $M$-matrices. By induction, there exists $c' \in \mathbb{R}^n_{++}$ such that

\begin{equation}
A_k A_1^{-1} c' \in \mathbb{R}^n_{++}, \quad 2 \leq k \leq K.
\end{equation}

Let $c = A_1^{-1} c'$, by $A_1^{-1} \geq 0$, we derive that there exists $c \in \mathbb{R}^n_{++}$, such that $A_k c \in \mathbb{R}^n_{++} (1 \leq k \leq K)$. This completes the proof. $\square$
By Lemma 4.4, we observe if we show \( M, N, H^{-1} M, H^{-1} N \) and \( N^{-1} M \) are all \( M \)-matrices, then we will be sure that there exists \( c \in \mathbb{R}^n_+ \) such that \( M^T c, N^T c, H^T c \in \mathbb{R}^n_+ \). However, this criterion is only sufficient but not necessary. Therefore, the testification of the criterion of Theorem 4.3 is more complicated than that of Theorem 4.2.

Furthermore, noting the expressions of the matrices \( N \) and \( H \) in Theorem 4.2, we see that if \( H \) is an \( M \)-matrix, then \( N \) must be. Therefore, we have the following corollary.

**Corollary 4.5.** Under conditions (3.8), (H1) and (H2). If there exists \( c \in \mathbb{R}^n_+ \) such that \( M^T c, H^T c \in \mathbb{R}^n_+ \), then the conclusions of Theorem 4.3 hold.

For the easy use of Corollary 4.5, let us cite some useful results on \( M \)-matrices in Berman and Plemmons’s book [4].

**Definition 4.1.** Assume that \( A = [a_{ij}] \in \mathbb{R}^{n \times n} \), \( a_{ij} \leq 0 < a_{ii}(i \neq j, i, j = 1, \ldots, n) \), then the following three terms are equivalent:

(i) \( A \) is an \( M \)-matrix;

(ii) there exists \( c \in \mathbb{R}^n_+ \) such that \( Ac \in \mathbb{R}^n_+ \);

(iii) All the leading principal minors of \( A \) are positive.

In particular, for \( 2 \times 2 \) matrices, we have the following accurate criterion.

**Lemma 4.6.** Let \( M = [m_{ij}] \in \mathbb{R}^{2 \times 2} \), \( H = [h_{ij}] \in \mathbb{R}^{2 \times 2} \), \( m_{ii}, h_{ii} > 0, m_{ij}, h_{ij} \leq 0 \) for \( i \neq j, i, j = 1, 2 \). Then there exists \( c \in \mathbb{R}^2_+ \) such that \( M^T c, H^T c \gg 0 \) if and only if

\[
\frac{|m_{12}|}{m_{22}} + \frac{|h_{12}|}{h_{22}} < \frac{m_{11}}{|m_{21}|} \wedge \frac{h_{11}}{|h_{21}|}.
\]

**Proof.** If there exists \( c \in \mathbb{R}^2_+ \) such that \( M^T c, H^T c \gg 0 \), then it follows from inequalities \( m_{11}c_1 + m_{22}c_2 > 0 \) and \( h_{11}c_1 + h_{22}c_2 > 0 \) that

\[
\frac{|m_{12}|}{m_{22}} < \frac{c_2}{c_1} \frac{m_{11}}{|m_{21}|} \quad \text{and} \quad \frac{|h_{12}|}{h_{22}} < \frac{c_2}{c_1} \frac{h_{11}}{|h_{21}|},
\]

which shows (4.16). On the other hand, if (4.16) holds, choose

\[c_2 \in \left( \frac{|m_{12}|}{m_{22}} + \frac{|h_{12}|}{h_{22}}, \frac{m_{11}}{|m_{21}|} \wedge \frac{h_{11}}{|h_{21}|} \right),\]

Let \( c_1 = 1 \), so that \( c = (c_1, c_2)^T \in \mathbb{R}^2_+ \) satisfies \( M^T c, H^T c \gg 0 \). \( \square \)

**Remark 4.7.** Lemma 4.6 indicates that Corollary 4.5 can be easily implementable in a two-dimensional case. To see this, if condition (4.16) is satisfied, there must exist a \( c = (c_1, c_2)^T \in \mathbb{R}^2_+ \) such that \( M^T c, H^T c \in \mathbb{R}^2_+ \). However, in the case of dimension higher than two, it is more difficult to find such a \( c \in \mathbb{R}^n_+ \), but Theorem 4.2 finds its way if \( Q \) proves to be an \( M \)-matrix.
5. Examples

In this section, we shall consider several two-dimensional equations to illustrate our results.

Example 5.1. Consider

\[ dx_i(t) = \psi_1(t) \left\{ -5x_i(t) - bx_i^3(t) + [y_1(t) + y_2(t)] \psi^{-\varepsilon}(\delta(t)) + x_j^3(t) \right\} dt 
+ x_i(t)\sqrt{\psi_1(t)}dw(t), \]

where \( i, j = 1, 2 \), \( b > 0 \) is a constant, \( \psi_1(t) \) is defined in Definition 1.1 and \( y_i(t) = x_i(t - \delta(t)), \delta(t) \in C^1(\mathbb{R}_+, \mathbb{R}_+) \).

Let \( \tau_0 = \delta(0) \). Then \( t - \delta(t) \in [-\tau_0, \infty) \). If \( \tau_0 < \infty \), then \( \psi^{-\varepsilon}(\tau_0) \rightarrow 1(\varepsilon \rightarrow 0) \), so \( \psi^{-\varepsilon}(\delta(t)) \) can be deleted when \( \tau_0 < \infty \), that is, \( \psi^{-\varepsilon}(\delta(t)) \) works only when delay is unbounded. Furthermore, if we choose \( \psi(t) = e^t \), then \( \psi_1(t) = 1 \) and Eq.(5.1) becomes the following special case

\[ dx_i(t) = \left\{ -5x_i(t) - bx_i^3(t) + x_i(t - \delta(t)) + x_2(t - \delta(t)) + x_j^3(t) \right\} dt 
+ x_i(t)dw(t). \]

As for Eq. (5.1), on one hand, we compute

\[
\frac{x_jf_j(t, x, y)}{\psi_1(t)} = -5x_i^2 - bx_i^4 + (x_iy_1 + x_iy_2)\psi^{-\varepsilon}(\delta(t)) + x_ix_j^2 \]
\[ \leq -5x_i^2 - bx_i^4 + x_i^2 + \frac{1}{2}x_j^2 + g_i^1(2)\psi^{-\varepsilon}(\delta(t)) + x_i^3 + \frac{2x_j^3}{3}, \]

which shows that condition (H1) holds with \( \sigma_{i0} = 5, \sigma_i = b, \sigma_{ii} = 1, \sigma_{ij} = 0, \sigma_{i1} = \sigma_{i2} = 1/2, \sigma_{i11} = 1/3, \sigma_{i1j} = 2/3, K = 1, \alpha_k = 1, \alpha = 2 \). On the other hand,

\[ |g_i(t, x, y)|^2 = \psi_1(t)x_j^2(t), \]

which states that condition (H2) holds with \( \lambda_{ij} = 1, \lambda_{ij} = 0 \).

Choosing \( p = 2 \) and substituting above parameters into (4.2), (4.4) and (4.5) give \( \rho_1 = 1/4, \sigma_{i0} = 1, \sigma_i = 1, \gamma_i = 1, \gamma_i = 10, \xi = 0, \omega_i = (b/2) \wedge 10, \) and

\[ \Sigma = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \Lambda = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \Sigma_1 = \begin{pmatrix} 1/3 & 2/3 \\ 2/3 & 1/3 \end{pmatrix}. \]

Next, the substitution of above parameters into (4.6) implies (4.10) and (4.12) yields

\[ Q = (g_{ij})_{2 \times 2} = \begin{pmatrix} \frac{b}{2} & \frac{1}{2} - \frac{\omega_i}{5} \\ -\frac{1}{3} & \frac{b}{2} \wedge 10 - \frac{\omega_i}{4} \end{pmatrix}, \]
\[ M = (m_{ij})_{2 \times 2} = \begin{pmatrix} \frac{b}{2} & -\frac{1}{4} \\ -\frac{1}{3} & \frac{b}{2} - \frac{1}{5} \end{pmatrix}. \]
\[ H = (h_{ij})_{2 \times 2} = \begin{pmatrix} 29/6 & -1/3 \\ -1/3 & 29/6 \end{pmatrix}. \]

By Definition 4.1, \( Q \) is an \( M \)-matrix if and only if \( q_{11} > 0, q_{11}q_{22} > q_{12}q_{21} \), that is, \([b/2] \land 10 - 31/6 > 1/3\), or \( b > 11 \). Therefore, by Theorem 4.2, we have that if \( b > 11 \), the trivial solution of Eq. (5.1) is \( \psi \)-type stable in mean square. Furthermore, if there exists \( \pi_0 \in (0, \mu) \) such that (3.8) is satisfied, then the trivial solution of Eq. (5.1) is almost surely \( \psi \)-type stable.

Substituting \( m_{ij} \) and \( h_{ij} (i, j = 1, 2) \) into inequality (4.16), we obtain \( \frac{2}{\pi - 1} \lor \frac{2}{2\pi} < \frac{3b - 1}{2} \lor \frac{2b}{2} \), which implies that \( b > 10 \). So, using Corollary 4.5, we obtain that if \( b > 10 \), the trivial solution of Eq. (5.1) is \( \psi \)-type stable in mean square. Furthermore, if there exists \( \pi_0 \in (0, \mu) \) such that (3.8) is satisfied, then the trivial solution of Eq. (5.1) is almost surely \( \psi \)-type stable. It is evident that \( b > 11 \) implies \( b > 10 \), which clearly shows that the conditions of Corollary 4.5 are weaker than those of Theorem 4.2.

Especially, if we choose \( \psi(t) = e^t \) and let \( \pi_0 = 0 \in (0, \mu) \), then \( \psi(1) = 1 \) and for any \( \pi > 0 \), \( \sum_{k=1}^{\infty} e^{-\pi k} < \infty \). We can conclude that when \( b > 10 \), the trivial solution of Eq. (5.1) is exponentially stable in mean square and almost surely exponentially stable.

**Example 5.2.** Consider

\[ \begin{aligned}
&dx_1(t) = [-7x_1(t) - 7x_2(t) + y_1(t)e^{-\delta(t)}]dt + [x_1(t) + \sin^2 x_2(t)]dw(t); \\
&dx_2(t) = [-7x_1(t) - 7x_2(t) + y_2(t)e^{-\delta(t)}]dt + [x_2(t) \cos x_1(t)]dw(t),
\end{aligned} \]

with initial data \( \xi \in BC \), where \( y_i(t) = x_i(t - \delta(t))(i = 1, 2), \delta(t) \in C^1(\mathbb{R}_+, \mathbb{R}_+) \).

Define

\[ \begin{aligned}
f_1(t, x, y) &= -7x_1 - 7x_2 + y_1 e^{-\delta(t)}; \\
f_2(t, x, y) &= -7x_1 - 7x_2 + y_2 e^{-\delta(t)}; \\
g_1(t, x, y) &= x_1 + \sin^2 x_2; \\
g_2(t, x, y) &= x_2 \cos x_1.
\end{aligned} \]

For \( i = 1, 2 \), we compute

\[ \begin{aligned}
x_i f_i(t, x, y) &= -7x_i^2 - 7x_i^2 + x_i y_i e^{-\delta(t)} \\
&\leq -7x_i^2 - 7x_i^2 + \frac{1}{2} \left( x_i^2 + y_i^2 e^{-\delta(t)} \right); \\
|g_1(t, x, y)|^2 &\leq 2(x_1^2 + x_2^2); \\
|g_2(t, x, y)|^2 &\leq x_2^2.
\end{aligned} \]

Choosing \( V(x) = \sum_{i=1}^{2} x_i^2 \), we obtain

\[ \mathcal{L}V(t, x, y) = 2 \sum_{i=1}^{2} \left( x_i f_i(t, x, y) + \frac{1}{2} |g_i(t, x, y)|^2 \right) \]
\[ \sum_{i=1}^{2} x_i f_i(t, x, y) + \sum_{j=1}^{2} |g_j(t, x, y)|^2 \]

\[ \leq -11x_1^2 - 14x_2^4 + y_1^2 e^{-\epsilon(t)} - 10x_2^2 - 14x_2^4 + y_2^2 e^{-\epsilon(t)} \]

Choosing \( a = 10 > b = 1 \) shows that condition (3.6) is satisfied.

\[ |V_x(x)g(t, x, y)| \leq 2 \sum_{i=1}^{2} |x_i|(2x_1^2 + 3x_2^3)^{\frac{3}{2}} \]

\[ \leq 4(x_1 + x_2)^2 \leq 8V(x), \]

which shows that condition (3.7) is satisfied. Since \( \psi(t) = e^t \), by Remark 3.4 we know condition (3.8) holds. Applying Theorem 3.3 we have that, for any initial data \( \xi \in BC \), the trivial solution of Eq.(5.3) are both exponentially stable in mean square and almost surely exponentially stable.

### 6. Conclusions

In this paper, our efforts focus on obtaining the Razumikhin-type theorems in the unbounded delay case and to develop new techniques on the general decay stability. A Razumikhin-type theorem is first established to obtain the moment stability but without almost sure stability of nonlinear stochastic differential equations with unbounded delay. Then an improved edition can be used to derive not only the moment stability but also the almost sure stability, while the earlier Razumikhin-type theorems solely aim at the moment stability. By virtue of the \( M \)-matrix techniques, we further develop the aforementioned Razumikhin-type theorems to be easily implementable. An example is given for illustration.

In contrast to the earlier publications in the direction, our emphasis is put more on methodic consideration than on theoretic development, and our contributions are simply summarized as follow: First, existing Razumikhin-type theorems are appropriate only for the bounded delay case, while ours are valid in both the bounded delay and the unbounded delay: Second, existing Razumikhin-type theorems aim at only the moment stability, while ours can be used to obtain not only the moment stability but also the almost sure stability: Third, by virtue of \( M \)-matrix theory, we develop the Razumikhin-type method to be easily implementable: Last, several kinds of stability, such as the exponential stability and the polynomial stability, can be simultaneously treated in our theory.
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