ADAPTIVE PARTIAL STABILIZATION, LIMIT DYNAMICS AND BIFURCATION ANALYSIS
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Abstract. A class of autonomous control systems with fixed unknown parameters is considered to be stabilized with respect to only a part of the variables. A certain type of such systems can be recursively adaptively partially stabilized. The bifurcation analysis reveals the nature of the closed loop system.

1. Introduction

We consider the class of adaptive control systems with some fixed but unknown parameters. There are two general approaches to deal with such uncertainties which are known as indirect and direct methods; see [2], [6], and [9] for more details. We adopt the direct method where the actual values of the unknown parameters are not the objective of the control; see [10] as an example of the technique in the class of universal adaptive control. In presence of persistence of excitation these estimations converge to the actual value of the unknown parameters. However, in absence of persistence of excitation, they do not necessarily converge to the actual values of those unknown parameters. In general, such estimations may not converge to any value. As stated earlier, when the unknown parameters are not the objective of the control, their estimations, which are adapted by tuning functions in absence of persistence of excitation, do not converge to the unknown parameters. They only stay bounded or at best converge to some values depending on initial conditions. This can be performed through Lyapunov based design. In Lyapunov direct method, the stability is proved by a positive definite Lyapunov function with negative definite time derivative along the solutions of the closed-loop system. When the time derivative of Lyapunov function is negative but not negative definite, LaSalle’s invariance principle yields convergence to an invariant set. Deeper approaches, known as partial stability, concern the sign of Lyapunov function and its time derivative with respect to a part of the variables, where stability is investigated with respect to the given part of the variables; see [17],
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In partial stability, those variables which we do not intend to stabilize could be superfluous variables or phase variables; see [1], [16] and [19] for more details. We focus on a system with fixed but unknown parameters where the stability with respect to only a part of the variables is required.

The considered class of systems is, in strict feedback form, aimed to be stabilized with respect to only a part of the phase variables using tuning functions. Therefore the variables of the adaptive partially stabilized closed-loop system split into a stabilized part which converges to the partial equilibrium, and a non-stabilized part which stay bounded. This latter part of the variables consists of two groups. The first group corresponds to those variables which were not aimed, or were not possible, to be stabilized and may not converge to any value. The second group consists of parameters’ estimation. When non-stabilized variables of the closed-loop system converge to some values; their limit values depend on the initial conditions. This leads to the existence of a manifold of equilibria, the limit controller, and the limit system. Each equilibrium point on this manifold has its own stability properties and corresponds to a limit system. A single-wedge bifurcation occurs when an equilibrium possesses a non-empty interior basin of attraction while its corresponding limit system is unstable. We investigate the bifurcation diagrams for the case when the original system is three-dimensional with one stabilizable variable, two non-stabilizable variables and one unknown parameter. It will be proved that in this four dimensional closed-loop system single-wedge bifurcation will not take place.

Consider the nonlinear system

\[ \dot{x} = f(x), \quad f(0) = 0, \quad x = (y_1, \ldots, y_p, z_1, \ldots, z_q) = (y, z), \]

where \( p > 0, \quad q \geq 0 \) and \( n = p + q \). Suppose that system (1) is smooth and its solutions uniquely exist for all time for initial conditions in a domain

\[ ||y|| \leq H, \quad ||z|| < \infty \]

for some \( H > 0 \).

**Definition 1.1** ([19]). The function \( V : D \to \mathbb{R} \) is called \( y \)-positive definite if there exists a continuous function \( W(y) \) which is positive for \( y \neq 0 \) in a domain (2) with \( W(0) = 0 \), such that \( V(y, z) \geq W(y) \).

**Definition 1.2** ([19]). The origin of system (1) is called \( y \)-stable if for any \( \epsilon > 0 \) there exists \( \delta > 0 \) such that for all initial conditions \( x_0 \) with \( ||x_0|| < \delta \) the solution \( y(t) \) satisfies \( ||y(t)|| < \epsilon \). The system (1) is called asymptotically \( y \)-stable if, in addition, there exists a number \( \Delta > 0 \) such that for all initial conditions \( x_0 \) with \( ||x_0|| < \Delta \) the solution \( y(t) \) satisfies \( \lim_{t \to \infty} y(t) = 0 \). The system (1) is called globally asymptotically \( y \)-stable if the domain (2) is replaced with \( ||x|| < \infty \) and the convergence \( \lim_{t \to \infty} y(t) = 0 \) holds for arbitrary \( x_0 \).
The notion of $y$-stable, sometimes, is addressed as stable with respect to $y$. According to [16], for the system (1), there is a $y$-positive definite $V$-function such that $\dot{V} \leq 0$ in a domain (2), then the origin of the system (1) is $y$-stable. We recall the following boundedness condition.

**Definition 1.3 ([1], [19]).** The vector field of system (1) is called $z$-bounded if the component $z(t)$ of its solutions stay bounded.

**Theorem 1.4 ([13]).** Suppose that the system (1) is $z$-bounded. Assume that there is a $V$-function for the system (1) defined on $||x|| \leq H$ for some $H > 0$. Let $M_1 = \{ x \mid \dot{V}(x) = 0 \}$, $M_2 = \{ x \mid y = 0 \}$ and assume that $\dot{V}(x) < 0$ for $x \notin M_1$. Suppose $M_2$ is invariant and $M = M_1 \setminus M_2$ contains no entire positive semi trajectory in the domain $||x|| < H$. Then, the system (1) is asymptotically $y$-stable. If these conditions are satisfied in the domain $||x|| < \infty$ and the corresponding $V$-function is radially $y$-unbounded; that is $\lim_{||y|| \to \infty} W(y) = \infty$, then the system (1) is globally asymptotically $y$-stable.

It is proved in [12] that these results may not be true if $z$-boundedness fails; see [11] for other methods of stabilization. This paper is organized as follows. In Section 2 the main problem will be established. In Section 3 the stabilization process will be stated. The bifurcation analysis will be carry out in Sections 4-5. The possibility of occurrence of bad behavior for the closed-loop system will be discussed in Section 6. The paper will be concluded by a brief discussion.

### 2. Problem statement

Consider the system

\[ \dot{x} = f(x, u, \theta^*). \]

Here $x = (y, z) \in \mathbb{R}^n$ is the state variables, where $y \in \mathbb{R}^p$, $z \in \mathbb{R}^q$, $p > 0$, $q \geq 0$, $p + q = n$, $u \in \mathbb{R}^s$ is the input and $\theta^* \in \mathbb{R}^\ell$ is a vector of fixed but unknown parameters. We assume independence of $\theta^*$; that is, $x = 0$ is an equilibrium of the unforced system, so that $f(0, 0, \theta^*) = 0$ for all $\theta^*$. An adaptive controller which stabilizes the system (3) with respect to $y$ about the equilibrium $x = 0$ takes the form $u = g(x, \hat{\theta})$, where $g(0, \hat{\theta}) = 0$ for all $\hat{\theta}$, and the parameter $\hat{\theta}$ is adapted according to $\dot{\hat{\theta}} = G(x, \hat{\theta})$. Adaptive partial stabilization requires that each solution of the adaptive closed-loop system satisfies $y(t) \to 0$ as $t \to \infty$ while $z$ and $\hat{\theta}$ stay bounded. To illustrate adaptive backstepping control, consider a three-dimensional system, $x = (y, z) \in \mathbb{R}^2$, $w \in \mathbb{R}$, $u \in \mathbb{R}$ with a fixed unknown parameter $\theta^*$.

\[
\begin{cases}
\dot{x} = f_1(x, w, \theta^*), \\
\dot{w} = f_2(x, w, u).
\end{cases}
\]

Adaptive backstepping means that one first finds a feedback $w = \kappa(x, \hat{\theta})$ and an intermediate parameter adaptation $\dot{\hat{\theta}} = G_1(x, \hat{\theta})$ so that, in the first step,
the closed-loop system

\[
\begin{align*}
\dot{x} &= f_1(x, \kappa(x, \hat{\theta}), \theta^*), \\
\dot{\hat{\theta}} &= G_1(x, \hat{\theta})
\end{align*}
\]

is \(y\)-stabilized, that is, \(y(t) \to 0\) as \(t \to \infty\) while \(z\) and \(\hat{\theta}\) stay bounded. In the next step, we utilize the change of variable \(\zeta = w - \kappa\) and find the dynamics of \(\zeta\) as \(\dot{\zeta} = v = u + H(x, \zeta, \hat{\theta})\). Then, we specify the controller \(u = g(x, \zeta, \hat{\theta})\) and the parameter adaptation law \(\dot{\hat{\theta}} = G(x, \zeta, \hat{\theta})\) so that \(\zeta(t) = w(t) - \kappa(x, \hat{\theta}) \to 0\) and \(y(t) \to 0\) as \(t \to \infty\) while \(z\) and \(\hat{\theta}\) stay bounded.

Now we focus on the question of determining parameters which necessarily converge. In the process of adaptive stabilization, the parameter estimation \(\hat{\theta}\) does not need to converge to the actual unknown parameter \(\theta^*\). In general, \(\hat{\theta}(t)\) does not need to converge at all. It is only required that for any initial conditions of the closed-loop system, the parameter estimation \(\hat{\theta}(t)\) stay bounded with a bound depends on initial conditions. However, in many practical cases, the convergence of the parameter estimation is either desirable or a requested aim for the control design. When this is the case, for any given initial conditions of the closed-loop system, the parameter estimation \(\hat{\theta}(t)\) converges to a limit value let say \(\theta_{\infty}\). This limit value defines a limit controller \(u_{\infty} = g(x, \zeta, \hat{\theta}_{\infty})\) corresponding to a limit system. When the system gets enough near this limit system, one would turn off the adaptation and let the system goes under the dynamics of this non-adaptive closed-loop system; see [7] for more details concerning this idea of frozen-time controller. This is fine as far as the limit system is stabilized. Surprisingly, the limit system may not be stabilized; see [18]. The worth situation arises when there exists a destabilized limit system with a non empty interior basin of attraction. We discuss this issue in Section 6.

In some problems, the actual value of the unknown parameters are required to be detected. This means that the parameters’ estimation should converge to a value equal to the actual values of the unknown parameters. The adaptive control does not guarantee such convergence; in fact, this should be carried out by considering persistence of excitation along adaptive stabilization; see [6] for more details.

Adaptive backstepping can be used for systems in strict feedback form with some fixed unknown parameters. A nonlinear system in strict feedback form with a vector of fixed but unknown parameters is thoroughly studied in [8]; see also [18]. The concept of the strict feedback form can be extended to the class of partially stabilizable systems where the stability with respect to only a part of the variables is the objective of the control in presence of some unknown parameters. For each \(1 \leq i \leq r\) let \(\hat{x}_i = [x_1, \ldots, x_i]^T\) and \(x_i = [y_i^T, z_i^T]^T \in \mathbb{R}^{p_i+q_i}\). We define the general form of strict feedback form by

\[
\dot{x}_i = B^i x_{i+1} + \varphi_i(\hat{x}_i)\theta^*.
\]
where $p_i + q_i = m_i$ for $1 \leq i \leq r$. We denote $\bar{m}_i = \sum_{j=1}^{i} m_j$ for each $1 \leq i \leq r$.

Let $w \in \mathbb{R}^s$, $\theta^* \in \mathbb{R}^t$ be a vector of unknown parameters, $\dot{w} = u + \varphi(x, w)\theta^*$, where $\varphi_i : \mathbb{R}^{m_i} \to \mathbb{R}^{m_i} \times \mathbb{R}^s$ with $\varphi_i(0) = 0$ for all $1 \leq i \leq r$, $\varphi : \mathbb{R}^{m_i} \times \mathbb{R}^s \to \mathbb{R}^s \times \mathbb{R}^t$, and $u \in \mathbb{R}^s$. For each $1 \leq i \leq r$ we have

$$\begin{align*}
\dot{y}_i &= B_{11}y_{i+1} + B_{12}\bar{z}_{i+1} + \varphi_1(\hat{y}_i, \bar{z}_i)\theta^*, \\
\dot{z}_i &= B_{21}y_{i+1} + B_{22}\bar{z}_{i+1} + \varphi_2(\hat{y}_i, \bar{z}_i)\theta^*.
\end{align*}$$

Here $\hat{y}_i = [y_1 \, y_2 \, \cdots \, y_i]^T$, $\bar{z}_i = [z_1 \, z_2 \, \cdots \, z_i]^T$, $y = [y_1 \, y_2 \, \cdots \, y_r]^T$, and $z = [z_1 \, z_2 \, \cdots \, z_r]^T$. In Section 3, we consider the system (4) in form of (6) and (7).

### 3. Stabilization process

Consider the following system

$$\begin{align*}
\dot{x} &= Bw + \theta^*\varphi(x) : \\
\dot{y} &= bw + \varphi_1(y, z)\theta^*, \\
\dot{z} &= cw + \varphi_2(y, z)\theta^*, \\
\dot{w} &= u.
\end{align*}$$

To fit into the form (7), here $x = [y, z]^T \in \mathbb{R}^2$, $B = [b, c]^T$, $\varphi = [\varphi_1, \varphi_2]^T$ is smooth with $\varphi(0) = 0$, and $\theta^*$ is an unknown fixed scalar parameter; see [14]. Under some conditions on $\varphi$, the adaptive partial stabilization of system (8) with respect to $y$ can be achieved through a recursive design. In summary, the stabilization is performed in two steps: first, we stabilize the $x$-equation with respect to $y$ by assuming that $w$ is a controller, which leads to the requirement $w = \kappa(x, \hat{\theta}) = -b^{-1}(\dot{\hat{\theta}}\varphi_1 + h(y))$ where $\hat{\theta}$ is the estimation for $\theta^*$ and $h$ is a scalar real valued function satisfying $h(0) = 0$ and $yh(y) > 0$ for all $y \neq 0$. Next, we stabilize both $y$ and $z = w - \kappa(x, \hat{\theta}) = w + b^{-1}(\dot{\hat{\theta}}\varphi_1 + h(y))$ using an appropriate controller $u = u(y, w)$ and parameter estimation. The construction is explained in details as follows and the stability properties of the closed-loop system will be discussed in Theorems 3.2-3.3.

In order to proceed with full details of stabilization, we let $\theta^* = \hat{\theta} + k$, where $\hat{\theta}$ and $k$ are the estimation for the unknown parameter and the error of estimation respectively. We choose $V_1 = \frac{1}{2}(y^2 + k^2)$ as the first step $V$-function. We have

$$V_1 = y\dot{y} + k\dot{k} = y[bw + \dot{\hat{\theta}}\varphi_1] + k[-\dot{\hat{\theta}} + y\varphi_1].$$

Assuming $b \neq 0$, we can choose

$$w = \kappa(x, \hat{\theta}) = -b^{-1}(\dot{\hat{\theta}}\varphi_1 + h(y)), \quad \dot{\hat{\theta}} = y\varphi_1.$$
This leads to $\dot{V}_1 = -yh(y)$, and the following intermediate close-loop system is achieved.

\[
\begin{cases}
\dot{y} = -h(y) + k\varphi_1, \\
\dot{z} = -cb^{-1}h(y) + cb^{-1}k\varphi_1 + \theta^*(\varphi_2 - cb^{-1}\varphi_1), \\
\dot{k} = -y\varphi_1. \\
\end{cases}
\] (10)

The intermediate close-loop system (10) necessarily needs to be stabilized with respect to $y$. We discuss that later in this section. Now, we introduce a new variable $\zeta = w - \kappa(x, \hat{\theta}) = w + b^{-1}(\hat{\theta} \varphi_1 + h(y))$. Then we have $\dot{\zeta} = v$, where

\[
v := \dot{w} + b^{-1}\left(\hat{\theta} \varphi_1 + \left(\frac{\partial \varphi_1}{\partial y} \dot{y} + \frac{\partial \varphi_1}{\partial z} \dot{z} + \hat{h}'(y)\right)\right)
\]

\[
= u + b^{-1} \varphi_1 \dot{\hat{\theta}} + b^{-1} \hat{\theta}\left(\frac{\partial \varphi_1}{\partial y} + h'(y)\right)\left(b\zeta + bk + \hat{\theta} \varphi_1 + k\varphi_1\right)
\]

\[
+ b^{-1} \hat{\theta} \frac{\partial \varphi_1}{\partial z} \left(c\zeta + ck + \hat{\theta} \varphi_2 + k\varphi_2\right)
\]

\[
= u + b^{-1} \varphi_1 \dot{\hat{\theta}} + b^{-1} \hat{\theta}\left(\frac{\partial \varphi_1}{\partial y} + h'(y)\right)\left(b\zeta - \hat{\theta} \varphi_1 - h(y) + \hat{\theta} \varphi_1 + k\varphi_1\right)
\]

\[
+ b^{-1} \hat{\theta} \frac{\partial \varphi_1}{\partial z} \left(c\zeta - cb^{-1} \hat{\theta} \varphi_1 - cb^{-1}h(y) + \hat{\theta} \varphi_2 + k\varphi_2\right).
\]

By utilizing this new variable, we can reorganize the original equations (8) as follows

\[
\begin{cases}
\dot{y} = b(\zeta + k) + \hat{\theta} \varphi_1 + k\varphi_1, \\
\dot{z} = c(\zeta + k) + \hat{\theta} \varphi_2 + k\varphi_2, \\
\dot{\zeta} = v.
\end{cases}
\] (11)

We choose the $V$-function as $V = V_1 + \frac{1}{2}\zeta^2$, then we have

\[
\dot{V} = y\dot{y} + kk + \zeta \dot{\zeta}
\]

\[
= y \left(k\zeta - h(y) + k\varphi_1\right) + kk
\]

\[
+ \zeta \left(u + b^{-1} \varphi_1 \dot{\hat{\theta}} + b^{-1} \hat{\theta}\left(\frac{\partial \varphi_1}{\partial y} + h'(y)\right)(b\zeta - \hat{\theta} \varphi_1 - h(y) + \hat{\theta} \varphi_1)
\]

\[
+ b^{-1} \hat{\theta} \frac{\partial \varphi_1}{\partial z} (c\zeta - cb^{-1} \hat{\theta} \varphi_1 - cb^{-1}h(y) + \hat{\theta} \varphi_2)\right)
\]

\[
+ \zeta \left(b^{-1} \hat{\theta}\left(\frac{\partial \varphi_1}{\partial y} + h'(y)\right)\varphi_1 + b^{-1} \hat{\theta} \frac{\partial \varphi_1}{\partial z} \varphi_2\right) k.
\]

We can rewrite $\dot{V}$ as follows

\[
\dot{V} = -yh(y)
\]
where $u$ is a scalar real valued function satisfying $\mu(0) = 0$ and $\zeta(\mu(\zeta)) > 0$ for all $\zeta \neq 0$. Then, we have $\dot{V} = -y(h) - \zeta \mu(\zeta)$, and the auxiliary closed-loop system will become

\[
\begin{align*}
\dot{y} &= -h(y) + b\zeta + k\varphi_1, \\
\dot{\zeta} &= -\mu(\zeta) + b^{-1}(\theta^* - k)(\frac{\partial \varphi_1}{\partial y} + h'(y))k\varphi_1 + b^{-1}(\theta^* - k)\frac{\partial \varphi_1}{\partial z}k\varphi_2, \\
\dot{\varphi}_1 &= c\zeta - cb^{-1}\theta\varphi_1 - cb^{-1}h(y) + \hat{\theta}\varphi_2, \\
\dot{\varphi}_2 &= -\zeta\left(\frac{c}{b}(\frac{\partial \varphi_1}{\partial y} + h'(y))\varphi_1 + \frac{\theta - k}{b}\frac{\partial \varphi_1}{\partial z}\varphi_2\right) - y\varphi_1.
\end{align*}
\]  

The arguments of $\varphi_1$, $\varphi_2$ have been suppressed for clarity. In summary we have

\[
V_1 = \frac{1}{2}(y^2 + k^2) \geq a_1(||(y, k)||), \quad \dot{V}_1 = -yh(y) \leq -c_1(||y||),
\]

\[
V = V_1 + \frac{1}{2}\zeta^2 \geq a(||(y, k, \zeta)||), \quad \dot{V} = -yh(y) - \zeta \mu(\zeta) \leq -c(||(y, \zeta)||),
\]

for some monotonically increasing functions $a, c, a_1, c_1$.

Remark 3.1. The auxiliary closed-loop system (14) is asymptotically $y$-stable if $h(y)$ and $\varphi_1$ are bounded along its solutions [17]. This implies local asymptotic stability for the closed-loop system (14). In other words, for each $\epsilon > 0$, there exists a number $\Delta > 0$ such that for all initial conditions $(y_0, \zeta_0, z_0, k_0)$ with $||(y_0, \zeta_0, z_0, k_0)|| < \Delta$ the norm of the solution is bounded by $\epsilon$ and $y(t)$ satisfies $\lim_{t \to \infty} y(t) = 0$. This would be fine as long as one has some idea about the size of the actual value of $\theta^*$. However, generally, $\theta^*$ has no bound. Thus, we cannot consider any bound on $k$. That is we expect the existence of a number $\Delta > 0$ such that for all initial conditions $(y_0, \zeta_0, z_0, k_0)$ with $||(y_0, \zeta_0, z_0)|| < \Delta$ and $k_0 \in \mathbb{R}$ the norm of the solution is bounded by $\epsilon$ and $y(t)$ satisfies $\lim_{t \to \infty} y(t) = 0$.

Now we are ready to state the main theorems.
Theorem 3.2. Suppose in (8) we have \( b \neq 0 \), the \( z \)-component of system (14) is bounded, and \( \varphi_i = y\psi^i \) for some smooth functions \( \psi^i \), \( i = 1, 2 \), then the feedback controller (12) and the parameter adaptation (13) globally asymptotically stabilize the system (8) with respect to \( (y, w) \). Moreover, the closed-loop system will have a globally attracting manifold of equilibria where each equilibrium corresponds to a limit system.

Proof. We need to show the asymptotic \( y \)-stability for the system (10) and asymptotic \((y, \zeta)\)-stability for the system (14). First we focus on intermediate system (10) recalling equation (15). We let

\[
M_1 = \{(y, z, k) | \dot{V}_1 = 0\}, \quad M_2 = \{(y, z, k) | y = 0\}, \quad M = M_1 \setminus M_2.
\]

One can observe that \( M_2 \) is invariant and \( M = \emptyset \) so that it cannot contain the entire positive semi trajectories. Thus, according to Theorem 1.4, the system (10) is asymptotically \( y \)-stable. This asymptotic stability is global since \( V_1 \) is radially \( y \)-unbounded.

Now, we focus on the auxiliary closed-loop system (14). Recalling equation (16), for the auxiliary system (14), we let

\[
M_1 = \{x | \dot{V} = 0\} = \{(y, \zeta, z, k) | yh(y) + \zeta\mu(\zeta) = 0\}.
\]

The equation \( yh(y) + \zeta\mu(\zeta) = 0 \) cannot have nonzero solution, because for \( y \neq 0 \) we have \( yh(y) > 0 \) and for \( \zeta \neq 0 \) we have \( \zeta\mu(\zeta) > 0 \). Again, we denote

\[
M_2 = \{(0, 0, z, k) | z, k \in \mathbb{R}\}, \quad M = M_1 \setminus M_2.
\]

We observe that \( M_2 \) is invariant and \( M = \emptyset \), so that \( M \) cannot contain the entire positive semi trajectories. According to Theorem 1.4, the closed-loop system (14) is asymptotically \((y, \zeta)\)-stable. In fact, \( V \) is radially \((y, \zeta)\)-unbounded, thus this asymptotic stability is global.

There is one more step to complete the proof. We need to utilize the standard backstepping technique by observing that the global convergence \( \zeta \to 0 \) guarantees that \( \lim_{t \to \infty} |w(t) - \kappa(y(t), z(t), \hat{\theta}(t))| = 0 \). This reduces the system (14) to the system (10) which leads to the global convergence \( y \to 0 \). Therefore, we conclude that the closed-loop system (8) and (12)-(13) is globally asymptotically \( y \)-stable. We have \( \kappa(0, z, \hat{\theta}) = 0 \), then the closed-loop system (8) and (12)-(13) is asymptotically stabilized with respect to \( (y, w) \). The global attracting manifold of equilibria for the auxiliary closed-loop system (14) is \((z, k)\)-plane, where \( (y, \zeta) = (0, 0) \). Consequently, the closed-loop system (8) and (12)-(13) has a manifold of equilibria which is \((z, k)\)-plane, where \( (y, w) = (0, 0) \). This implies that two variables \( z(t) \) and \( k(t) \) converges to some values depending on initial conditions. The limit value of \( k \) defines a limit controller which accordingly defines a limit system. \( \Box \)

If we do not assume that \( \varphi_i = y\psi^i \), \( i = 1, 2 \), then \( M_2 \) in Theorem 3.2 will not be necessarily invariant. Therefore, \((y, w)\)-stability is not the case and the global attracting manifold of equilibria does not exist. However, the following theorem which directly uses \( V \)-functions, proves \( y \)-stability for the closed-loop system.
Theorem 3.3. Suppose in (8) we have $b \neq 0$ and the $z$-component of system (14) is bounded, then the feedback controller (12) and the parameter adaptation (13) globally asymptotically stabilize the system (8) with respect to $y$.

Proof. We need to show the asymptotic $y$-stability for the system (10) and asymptotic $(y, \zeta)$-stability for the system (14). First we focus on intermediate system (10). According to equation (15),

$$||y:(t; y_0, z_0, k_0), k(t; y_0, z_0, k_0)|| \leq ||(y_0, k_0)||. \quad t \geq 0.$$  

This shows that the cylinder $||(y, k)|| \leq H, |z| < \infty$ for any $H > 0$, is invariant. Note that any bound $H > 0$ on $z(t)$ depends on $(y_0, z_0, k_0)$; therefore, we do not have any bounded invariant cylinder. $V_1$ is a non increasing function; as a result, $\lim_{t \to \infty} V_1(t) = V_1^*$ exists for some $V_1^* \geq 0$. Suppose $(y(t), k(t))$ be the projection of $(y(t), z(t), k(t))$ on a compact disk $||(y, k)|| \leq H, z = z^*$ for some $z^* \in \mathbb{R}$. This projection is useful since $V_1$ does not depend on $z$. For any sequence $(t_n)$ with $\lim_{n \to \infty} t_n = \infty$ there is a subsequence $(t_{n_j})$ and $(y^*, k^*)$ such that $\lim_{j \to \infty} (y(t_{n_j}), k(t_{n_j})) = (y^*, k^*)$. Since $V_1$ is continuous, we have $V_1^* = \lim_{j \to \infty} V_1(t_{n_j}) = \lim_{j \to \infty} V_1(y(t_{n_j}), k(t_{n_j})) = V_1(y^*, k^*)$. This implies that

$$\dot{V}_1(y^*, k^*) = 0.$$  

Therefore, we have $y^* = 0$. Since $(y(t_{n_j}), k(t_{n_j}))$ is the projection of $(y(t_{n_j}), k(t_{n_j}))$ on an arbitrary disk $||(y, k)|| \leq H, z = z^*$ and converges to the point $(y^*, k^*) = (0, k^*)$, then

$$\omega_{(y_0, z_0, k_0)} \subset \{(y, z, k) \mid y = 0, |k| \leq H, z \in \mathbb{R}\},$$  

where, $\omega_{(y_0, z_0, k_0)}$ denotes the $\omega$-limit set of $(y_0, z_0, k_0)$. Hence, $y(t)$ converges to 0 while $k(t)$ and $z(t)$ are bounded.

Now, we focus on the closed-loop system (14). According to equation (16), for all $t \geq 0$, we have

$$||y(t; y_0, \zeta_0, z_0, k_0), \zeta(t; y_0, \zeta_0, z_0, k_0), k(t; y_0, \zeta_0, z_0, k_0)|| \leq ||(y_0, \zeta_0, k_0)||.$$  

This shows that the cylinder $||(y, \zeta, k)|| \leq H, |z| < \infty$ for any $H > 0$, is invariant. Again, we need to note that any bound $\bar{H} > 0$ on $z(t)$ depends on $(y_0, \zeta_0, z_0, k_0)$; therefore, we do not have any bounded invariant cylinder. $V$ is a non decreasing function; as a result, $\lim_{t \to \infty} V(t) = V^* \exists$ exists for some $V^* \geq 0$. Suppose $(y(t), \zeta(t), k(t))$ be the projection of $(y(t), \zeta(t), z(t), k(t))$ on a compact ball $||(y, \zeta, k)|| \leq H, z = z^*$ for some $z^* \in \mathbb{R}$. Again, this projection is useful since $V$ does not depend on $z$. For any sequence $(t_n)$ with $\lim_{n \to \infty} t_n = \infty$ there is a subsequence $(t_{n_j})$ and $(y^*, \zeta^*, k^*)$ such that $\lim_{j \to \infty} (y(t_{n_j}), \zeta(t_{n_j}), k(t_{n_j})) = (y^*, \zeta^*, k^*)$. We have $V^* = \lim_{j \to \infty} V(t_{n_j}) = \lim_{j \to \infty} V(y(t_{n_j}), \zeta(t_{n_j}), k(t_{n_j})) = V(y^*, \zeta^*, k^*)$ since $V$ is continuous. This implies that $\dot{V}(y^*, \zeta^*, k^*) = 0$. Therefore, we have $y^* = \zeta^* = 0$. Since $(y(t_{n_j}), \zeta(t_{n_j}), k(t_{n_j}))$ is the projection of $(y(t_{n_j}), \zeta(t_{n_j}), z(t_{n_j}), k(t_{n_j}))$ on an
arbitrary ball \[||(y, \zeta, k)|| \leq H, z = z^*\] and converges to the point \((y^*, \zeta^*, k^*) = (0, 0, k^*)\), then

\[\omega(y_0, \zeta_0, z_0, k_0) \subset \{(y, \zeta, z, k) \mid y = \zeta = 0, |k| \leq H, z \in \mathbb{R}\},\]

where, \(\omega(y_0, \zeta_0, z_0, k_0)\) denotes the \(\omega\)-limit set of \((y_0, \zeta_0, k_0)\). Hence, \((y(t), \zeta(t))\) converges to 0 while \(k(t)\) and \(z(t)\) are bounded.

It is worth noting that \(V_1\) is radially \(y\)-unbounded and \(V\) is radially \((y, \zeta)\)-unbounded. Therefore, the systems (10) is globally asymptotically \(y\)-stable and the system (14) is globally asymptotically \((y, \zeta)\)-stable.

One more time, we need to utilize the standard backstepping technique by observing that the global convergence \(\zeta \to 0\) guarantees that

\[\lim_{t \to \infty} |w(t) - \kappa(y(t), z(t), \hat{\theta}(t))| = 0.\]

This reduces the system (14) to the system (10) which leads to the global convergence \(y \to 0\). Therefore, we conclude that the closed-loop system (8) and (12)-(13) is globally asymptotically \(y\)-stable. \(\square\)

We do not necessarily have \(\kappa(0, z, \hat{\theta}) = 0\), then the closed-loop system (8) and (12)-(13) is not necessarily asymptotically stabilized with respect to \((y, w)\).

Remark 3.4. The convergence of parameters’ adaptation, \(\hat{\theta}(t)\), and the convergence of non stabilized variable, \(z(t)\), in the closed-loop system (14) are significant issues. We have seen that the two-dimensional manifold of equilibria exists when \(\varphi_i^\psi(y, z) = y\varphi^\psi_i(y, z), i = 1, 2\). This manifold of equilibria has to be globally attracting. Nevertheless, every single equilibrium will have its own stability properties and its own local behavior. The bifurcation analysis of this manifold of equilibria will reveal stability properties of each equilibrium. Such properties are expected to be sensitive with respect to the actual value of the unknown parameter. The relevant bifurcation analysis for the closed-loop system (14) will be presented in Sections 4-5. The limit system mentioned in Theorem 3.2 is defined with the limit non adaptive controller characterized by the limit value of \(k\). For practical purpose, when the adaptive closed-loop system gets near the equilibrium, one might consider the adaptation process to be switched off. If the limit system is generically stabilized, then the non adaptive closed-loop system will work until a perturbation from the equilibrium occurs. Unfortunately, such limit system is not guaranteed to be generically stabilized. In this case, cutting off the adaptation may leads to a serious failure of the designed control system. Full understanding of this issue requires the stability analysis and related possible bifurcations’ studies for the limit systems. In Section 6, the possibility of occurrence of such situation will be discussed. Existence of limit values for \(k\) and \(z\) is not guaranteed under the conditions of Theorem 3.3.
4. Eigenvalue analysis

According to Theorem 3.2, when \( \varphi_i(y, z) = y \psi_i(y, z), i = 1, 2 \), the closed-loop system (14) has a plane of equilibria, that is, \((y, \zeta) = 0\) or equivalently \((z, k)\)-plane. According to the aim of stabilization, this plane of equilibria is globally attracting. However, all equilibria are not necessarily stable and each equilibrium has its own stability properties. In this section and Section 5, the plane of equilibria of the system (14), under the condition of Theorem 3.2, will be studied from bifurcation point of view. The relevant notion of bifurcation is bifurcation without parameters; see for example [4]. Suppose \( h_1 = h'(0) \) and \( \mu_1 = \mu'(0) \). Obviously, \( h_1 > 0 \) and \( \mu_1 > 0 \). Then, the linearization matrix of the auxiliary closed-loop system (14) around its arbitrary equilibrium \((k, z; y, \zeta) = (k_\infty, z_\infty, 0, 0) := \chi_\infty\) is

\[
A_\infty = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & g_\infty & c \\
0 & 0 & -h_1 + k_\infty \psi_\infty & b \\
0 & 0 & g_\infty & -\mu_1
\end{bmatrix},
\]

where,

\[
\begin{align*}
g_\infty &= [k_\infty \psi_\infty (\psi_\infty + h_1)] \theta^* - [k_\infty^2 \psi_\infty (\psi_\infty + h_1)], \\
g^\infty &= [\psi_\infty - cb^{-1} \psi_\infty] \theta^* - [cb^{-1} (h_1 - k_\infty \psi_\infty)].
\end{align*}
\]

Here, \( \psi_\infty = \psi^1(0, z_\infty) \) and \( \psi_\infty = \psi^2(0, z_\infty) \). This matrix has two zero eigenvalues corresponding to the plane of equilibria. The other two eigenvalues which determine the stability properties of the linearization are given by roots of the characteristic polynomial

\[
P(\lambda) = \lambda^2 + (h_1 + \mu_1 - k_\infty \psi_\infty) \lambda + \mu_1 (h_1 - k_\infty \psi_\infty) - g_\infty.
\]

The characteristic polynomial (26) has the quadratic form. Therefore, there are three critical cases: a single zero eigenvalue, a pair of purely imaginary eigenvalues, and a pair of zero eigenvalues; see [5] for more details on bifurcation theory.

Single zero eigenvalue

A simple algebra shows that the critical case of single zero eigenvalue is corresponding to \( P(0) = 0 \) while \( P'(0) \neq 0 \). These require

\[
g_\infty \neq -\mu_1^2, \quad k_\infty \psi_\infty + \mu_1^{-1} g_\infty = h_1.
\]

The remained non zero eigenvalue is \( \lambda' = -(\mu_1 + \mu_1^{-1} g_\infty) \). When \( \lambda' > 0 \), the equilibrium \( \chi_\infty \) is unstable; however, when \( \lambda' < 0 \) the stability properties of equilibrium \( \chi_\infty \) depend on dynamics on center manifold. We denote the former by \( TC_2 \) and corresponds to \( g_\infty < -\mu_1^2 \) and the latter by \( TC_1 \) corresponds to \( g_\infty > -\mu_1^2 \). Suppose \( g_\infty > -\mu_1^2 \) and \( k_\infty \psi_\infty + \mu_1^{-1} g_\infty = h_1 + \epsilon \) for some small enough \( \epsilon \). Then, the center manifold is trivial. The equilibrium \( \chi_\infty \) is a saddle node for \( \epsilon > 0 \) and is asymptotically stable for \( \epsilon < 0 \). Now, suppose \( g_\infty < -\mu_1^2 \)
and \(k_\infty \psi_\infty + \mu_1^{-1} g_\infty = h_1 + \epsilon\) for some small enough \(\epsilon\). Then, the center manifold is again trivial. The equilibrium \(\chi_\infty\) is a saddle node for \(\epsilon > 0\) and is an unstable node for \(\epsilon < 0\). This argument shows that both \(TC_1\) and \(TC_2\) are transcritical bifurcations from plane of equilibria.

A pair of purely imaginary eigenvalues

The critical case of a pair of purely imaginary eigenvalues \(\lambda_{1,2} = \pm i \omega_0\) is corresponding to \(P(0) = \omega_0^2 > 0\) while \(P'(0) = 0\). These require

\[(28) \quad h_1 + \mu_1 - k_\infty \psi_\infty = 0,\]
\[(29) \quad \mu_1 (h_1 - k_\infty \psi_\infty) - g_\infty > 0.\]

Here \(\omega_0 = \sqrt{\mu_1 (h_1 - k_\infty \psi_\infty) - g_\infty} > 0\). The intersection between the root-locus of the eigenvalues \(\lambda_{1,2}\) and the \(\Im\)-axis is generically transversal with respect to the variations of the parameters \(h_1, \mu_1, k_\infty\). This can be easily checked using (26). These satisfy the necessary conditions for Hopf bifurcation, but for generic conditions and the direction of the Hopf bifurcation one needs to consider Hopf bifurcation from plane of equilibria and compute the first Lyapunov coefficients.

A pair of zero eigenvalues

The occurrence of a double zero eigenvalues requires that \(k_\infty = k_h\) and \(g_\infty = -\mu_1^2\). This happens at the intersection of transcritical and Hopf bifurcation and is corresponding to Bogdanov-Takens bifurcation from plane of equilibria.

In next section, the bifurcation analysis will be presented along the assumptions and notions of Section 4.

5. Bifurcation diagram

In bifurcation with respect to parameters, the bifurcation diagram is usually built by foliation of the parameter space with copies of the phase space. The closed-loop system (14) under the assumption of Theorem 3.2 performs a two dimensional plane of equilibria. Any equilibrium on this plane of equilibria has its own stability properties depending on parameters. Therefore, the plane of equilibria can be partitioned into various regions each of which contains equilibria with topologically equivalent local neighborhoods. The boundary between regions are referred as bifurcation boundaries. Any diagram which clarify such boundaries can be considered as bifurcation diagram. The corresponding bifurcations are referred as bifurcation without parameters. Therefore, for any fixed value of the parameters we have a special pattern of bifurcation without parameters on the plane of equilibria. By varying the parameters of the system, the pattern of bifurcation without parameters on the plane of equilibria may change.

It is easy to see that any equilibrium \(\chi_\infty\) satisfying \(\psi_\infty k_\infty = 0\) is asymptotically stable without any bifurcation. The equation \(k_\infty = 0\) indicates the \(z_\infty\)-axis in \((k_\infty, z_\infty)\)-plane and equation \(\psi_\infty = 0\) means \(\psi^1(0, z_\infty) = 0\) indicating a family of lines parallel to \(k_\infty\)-axis. In summary, suppose \(E =\)
Figure 1. The bifurcation diagram using $(\psi_\infty, k_\infty, \theta^*)$ as bifurcation parameters. The occurrence of transcritical bifurcations and Hopf bifurcations in $(k_\infty, \theta^*)$-plane for three cases: (a) $\psi_\infty > 0$, (b) $\psi_\infty \in (-\infty, -h_1)$, and (c) $\psi_\infty \in (-h_1, 0)$.

$\{z_\infty \mid \psi^1(0, z_\infty) = 0\}$. Therefore, over the subset $\Xi = \{\chi_\infty \mid \psi_\infty k_\infty = 0\} = (\mathbb{R} \times E) \cup ((0, 0) \times \mathbb{R}) \times \{0\} \times \{0\}$ of the plane of equilibria, all equilibria are asymptotically stable.

For $\psi_\infty = -h_1$, the occurrence of transcritical bifurcation requires $k_\infty = -1$ independent from the value of the unknown parameter $\theta^*$. In this case, we have $g_\infty = 0$; thus, always $\lambda' = -\mu_1 < 0$ which corresponds to transcritical bifurcation of type $TC_1$ and there will be no transcritical bifurcation of type $TC_2$. Also, there will be no equilibrium with purely imaginary eigenvalues since the equations (28)-(29) require $h_1 + k_\infty h_1 = -\mu_1 < 0$ and $h_1 + k_\infty h_1 > 0$ which are impossible to be satisfied simultaneously.
Now, suppose \( \psi_\infty(\psi_\infty + h_1) \neq 0 \). The transcritical bifurcation appears over the boundary defined by equation (27) and the Hopf bifurcation appears over the boundary defined by equations (28)-(29). By observing the equation (24), it is apparent that these boundaries are parametrized by the unknown parameter \( \theta^* \). Variation of this unknown parameter has a significant effect on the pattern of the bifurcation without parameters in \((k_\infty, z_\infty)\)-plane of equilibria. Therefore, we consider the three dimensional space \((k_\infty, z_\infty, \theta^*)\) as the extended space to construct the relevant bifurcation diagrams. A bifurcation diagram parametrized by \( \theta^* \) can reveal many aspects of the underlying process. We perform a series of cross sections of the bifurcation diagram, in regions, where we expect to see similar situations. We consider three cross sections of the three dimensional bifurcation diagram in \((k_\infty, z_\infty, \theta^*)\)-space at a fixed value of \( z_\infty \) where (1) \( \psi_\infty = \psi^1(0, z_\infty) \in (0, +\infty) \), (2) \( \psi_\infty = \psi^1(0, z_\infty) \in (-\infty, -h_1) \), (3) \( \psi_\infty = \psi^1(0, z_\infty) \in (-h_1, 0) \).

Cross section at \( z_\infty \) where \( \psi_\infty \in (0, +\infty) \)

First we focus on transcritical bifurcation. By substituting (24) into the inequality and equality of equation (27) and solving the resultant equation with respect to \( \theta^* \) we get the following equations.

\[
\begin{align*}
\theta^* \neq \theta_\epsilon(k_\infty) &= k_\infty - \frac{\mu_1^2}{\psi_\infty(\psi_\infty + h_1)k_\infty}, \\
\theta^* &= \left( k_\infty - \frac{\mu_1}{\psi_\infty} + \frac{h_1 \mu_1}{\psi_\infty(\psi_\infty + h_1)k_\infty} \right).
\end{align*}
\]

For the fixed value of \( z_\infty \) where \( \psi_\infty > 0 \), the equation (31) is a curve in \((k_\infty, \theta^*)\)-plane. This curve assumes a local minimum at the point \((k_\infty, \theta^*) = (k_{p+}, \theta_{p+}^*)\) and a local maximum at \((k_\infty, \theta^*) = (k_{p-}, \theta_{p-}^*)\), where

\[
\begin{align*}
k_{p\pm} &= \pm \sqrt{\frac{h_1}{\psi_\infty(\psi_\infty + h_1)}}, \quad \theta_{p\pm}^* = 2k_{p\pm} - \frac{\mu_1}{\psi_\infty}.
\end{align*}
\]

Note that \( \theta_{p+}^* - \theta_{p-}^* = 2(k_{p+} - k_{p-}) = 4k_{p+} > 0 \). Therefore, the local minimum is always above the local maximum. The following asymptotic property holds.

\[
\lim_{{k_\infty \to \pm\infty}} (\theta^* - k_\infty) = -\frac{\mu_1}{\psi_\infty + h_1}.
\]

It is easy to check that using inequality (30) we can define a strictly increasing curve \( \gamma \) by \( \theta^* = \theta_\epsilon(k_\infty) \) for a fixed \( z_\infty \) where \( \psi_\infty > 0 \). This curve intersect the curve defined by equation (31) at the point \( A \) with coordinates \((k_\infty, \theta^*) = (k_n, \theta_\epsilon(k_n))\), where \( k_n = (\mu_1 + h_1)/\psi_\infty > 0 \) and \( \theta_\epsilon(k_n) > 0 \). For \( k_\infty > 0 \), the transcritical bifurcation is of type \( TC_1 \) when \( \theta^* > \theta_\epsilon(k_n) \) and is of type \( TC_2 \) when \( \theta^* < \theta_\epsilon(k_n) \). For \( k_\infty < 0 \), the transcritical bifurcation is of type \( TC_1 \) when \( \theta^* < \theta_\epsilon(k_n) \) and is of type \( TC_2 \) when \( \theta^* > \theta_\epsilon(k_n) \).
Second, we focus on Hopf bifurcation. We substitute (24) into equality (28) and inequality (29). Then equations (28)-(29) reads as

\[ k_\infty = k_h = \frac{\mu_1 + h_1}{\psi_\infty}, \]
\[ \theta^* < \theta_c(k_h). \]

Here, \( k_h > 0 \) and \( \theta_c(k_h) > 0 \). Where, for any fixed \( z_\infty \) with \( \psi_\infty > 0 \), the function \( \theta_c \) is defined in equation (30). Using these arguments, we can sketch the bifurcation diagram for \( \psi_\infty > 0 \) which is illustrated in Figure 1(a).

Cross section at \( z_\infty \) where \( \psi_\infty \in (-\infty, -h_1) \)

The transcritical bifurcation is still described by equations (30)-(31). There is still the local maximum and minimum addressed by (32). The equation \( \theta^*_{p+} - \theta^*_{p-} = 2(k_{p+} - k_{p-}) = 4k_{p+} > 0 \) holds; thus, the local minimum is always above the local maximum. Also, the asymptotic properties (33) holds. The curve \( \gamma \) derived from inequality (30) which is defined by \( \theta^* = \theta_c(k_\infty) \) is still a strictly increasing curve for a fixed \( z_\infty \) where \( \psi_\infty < -h_1 \), but, now, this curve intersect the curve defined by equation (31) at the point \( A \) with coordinates \((k_\infty, \theta^*) = (k_h, \theta_c(k_h))\), where \( k_h = (\mu_1 + h_1)/\psi_\infty < 0 \) and \( \theta_c(k_h) < 0 \). As the previous case, for \( k_\infty > 0 \), the transcritical bifurcation is of type \( TC_1 \) when \( \theta^* > \theta_c(k_h) \) and is of type \( TC_2 \) when \( \theta^* < \theta_c(k_h) \). Also, for \( k_\infty < 0 \), the transcritical bifurcation is of type \( TC_1 \) when \( \theta^* < \theta_c(k_h) \) and is of type \( TC_2 \) when \( \theta^* > \theta_c(k_h) \).

The Hopf bifurcation appears on half line defined by (34), where \( \theta^* > \theta_c(k_h) \). Here, \( k_h < 0 \) and \( \theta_c(k_h) < 0 \). The bifurcation diagram of this case is illustrated in Figure 1(b).

Cross section at \( z_\infty \) where \( \psi_\infty \in (-h_1, 0) \)

The transcritical bifurcation is still described by equations (30)-(31). However, now, this curve is strictly increasing. Also here, the curve \( \gamma \) derived from inequality (30) which is defined by \( \theta^* = \theta_c(k_\infty) \) is a strictly increasing curve for a fixed \( z_\infty \) where \( -h_1 < \psi_\infty < 0 \). This curve intersect the curve defined by equation (31) at the point \( A \) with coordinates \((k_\infty, \theta^*) = (k_h, \theta_c(k_h))\), where \( k_h = (\mu_1 + h_1)/\psi_\infty < 0 \) and \( \theta_c(k_h) < 0 \). In this case, for \( k_\infty > 0 \), the transcritical bifurcation is of type \( TC_1 \) when \( \theta^* < \theta_c(k_h) \) and is of type \( TC_2 \) when \( \theta^* > \theta_c(k_h) \); and for \( k_\infty < 0 \), the transcritical bifurcation is of type \( TC_1 \) when \( \theta^* > \theta_c(k_h) \) and is of type \( TC_2 \) when \( \theta^* < \theta_c(k_h) \).

The Hopf bifurcation appears on half line defined by (34), where \( \theta^* > \theta_c(k_h) \). Here, \( k_h < 0 \) and \( \theta_c(k_h) \in \mathbb{R} \). The bifurcation diagram of this case is illustrated in Figure 1(c).

Bifurcation diagrams depicted in Figure 1 are typical and drawn using the general properties discussed in this section.

In next section, the limit system analysis will be presented along the assumptions and notions of Sections 4-5.
6. Limit system analysis

In this section we consider adaptively partially stabilized system (14) under the assumptions of Theorem 3.2. The corresponding controller is designed to partially stabilize the system using the estimation of the unknown parameter. Such estimation is adapted automatically as part of the stabilization. One general drawback in adaptive control design is the possibility that the closed-loop limit system to be unstable. The worst situation is the existence of a destabilized limit system attracting a set of initial conditions with non empty interior. The identification, characterization, and occurrence of such bad behavior in the adaptive stabilization of first and second order systems with one unknown parameter has been discussed in [15] where the phenomena of \( n + p \)-case is introduced for \( n \) phase variables, all stabilized, and \( p \)-dimensional manifold of equilibria, coinciding with \( p \) unknown parameters, of an \( n + p \)-dimensional closed-loop system. So far, there, the cases, \( 1 + 1 \) and \( 2 + 1 \) were discussed and the notion of single-wedge bifurcation were introduced. This notion is also addressed in [21] where the case \( 1 + 2 \) is considered. The closed-loop system (14) under the assumption of Theorem 3.2 differs from the notion of \( p + n \)-cases. Because there are three phase variables and one unknown parameter in the original system (8), while the closed-loop system has a two dimensional manifold of equilibria. This is due to the fact that only a part of the phase variables is stabilized. The closed-loop system (14) can be roughly categorized as \( 2 + 2 \)-case, where there are a two dimensional manifold of equilibria of a four dimensional closed-loop system.

The single wedge bifurcation for an adaptive stabilized control system is defined as a bifurcation without parameter where the bifurcation point is an equilibrium corresponding to a destabilized limit system possessing a non empty interior basin of attraction. In this section we focus on the occurrence of single-wedge bifurcation. We consider the auxiliary closed-loop system for system (8), (12)-(13) which is given by (14), where without loss of generality we can assume \( b = 1 \). The linearization of this system about an arbitrary equilibrium \((k, z, y, \zeta) = (k_\infty, z_\infty, 0, 0)\) has two zero eigenvalues, \( \lambda_3 = \lambda_4 = 0 \). There is a planar two-dimensional manifold of equilibria corresponding to these two zero eigenvalues. Over this manifold, we look for single-wedge bifurcation. That is an equilibrium with non empty interior basin of attraction with unstable limit system. It is assumed that in a neighborhood of that equilibrium other equilibria are either repelling or, otherwise, with stable limit system. One can observe that all transcritical bifurcations of type \( TC_2 \) have one positive eigenvalue \( \lambda_1 > 0 \), so that they will be repelling; as a result, they cannot perform any single-wedge bifurcation. However, all transcritical bifurcations of type \( TC_1 \) have corresponding eigenvalues \( \lambda_1 = 0, \lambda_2 < 0 \), so that their local behavior depend on corresponding three-dimensional center manifolds. A transcritical bifurcation of type \( TC_1 \) occurs at an equilibrium such as \((k, z, y, \zeta) = (k_c, z_c, 0, 0)\).
where \( \mu_1(h_1 - k_c \psi_c) - g_c = 0 \) with \( \lambda_1 = 0 \) and \( \lambda_2 = -h_1 - \mu_1 + k_c \psi_c < 0 \). Here, we have \( \psi_c = \psi^1(0, z_c) \) and \( g_c = k_c(\theta^* - k_c) \psi_c(\psi_c + h_1) \).

To perform the center manifold reduction of the system (14) around a typical transcritical bifurcation of type \( TC_1 \), the following change of variables is applied:

\[
K = k - k_c, \quad Z = z - z_c.
\]

The closed-loop system (14) is transformed to

\[
\dot{K} = -\zeta \left( (\theta^* - K - k_c) \frac{\partial \varphi_1(y, Z + z_c)}{\partial y} + h'(y) \varphi_1(y, Z + z_c) \right)
\]
\[
-\zeta \left( (\theta^* - K - k_c) \frac{\partial \varphi_1(y, Z + z_c)}{\partial z} \varphi_2(y, Z + z_c) \right) - y \varphi_1(y, Z + z_c),
\]
\[
\dot{Z} = c \zeta - c(\theta^* - K - k_c) \varphi_1(y, Z + z_c) - c h(y) + \theta^* \varphi_2(y, Z + z_c),
\]
\[
\dot{y} = -h(y) + \zeta + (K + k_c) \varphi_1(y, Z + z_c),
\]
\[
\dot{\zeta} = -\mu(\zeta) + (\theta^* - K - k_c) \frac{\partial \varphi_1(y, Z + z_c)}{\partial y} + h'(y) (K + k_c) \varphi_1(y, Z + z_c)
\]
\[
+ (\theta^* - K - k_c) \frac{\partial \varphi_1(y, Z + z_c)}{\partial z} (K + k_c) \varphi_2(y, Z + z_c),
\]

which is parametrized by \((z_c, k_c)\). The linearization of the system (36) around the equilibrium \((K, Z, y, \zeta) = (0, 0, 0, 0)\) is

\[
A_c = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & g_d & c \\
0 & 0 & -h_1 + k_c \psi_c & 1 \\
0 & 0 & g_c & -\mu_1
\end{bmatrix},
\]

where \( g_d = -c(h_1 - k_c \psi_c) + \theta^* (\psi_{cc} - c \psi_c) \) and \( \psi_{cc} = \psi^2(0, z_c) \). The matrix \( A_c \) has three zero eigenvalues and one negative eigenvalue; therefore, the center manifold is three-dimensional. Now, we look for a coordinate transformation such that the coordinate axis become the linear eigenspaces of the linearization matrix \( A_c \). The coordinate transformation is defined as

\[
\begin{bmatrix}
K \\
Z \\
y \\
\zeta
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & \frac{g_d - \epsilon \mu_1}{\lambda_2} \\
0 & 0 & \frac{1}{\lambda_2} & \frac{1}{\lambda_2} \\
0 & 0 & \frac{\lambda_2 \epsilon \mu_1}{\lambda_2} & -\mu_1
\end{bmatrix} \begin{bmatrix}
K \\
q \\
v \\
u
\end{bmatrix}.
\]

This transformation keeps the \( K \)-coordinate. The equation for \( K \) is easily obtained by substituting the new variables into (36). The transformation of
the system (36) becomes

\[
\begin{cases}
\dot{K} = K_{20} u^2 + K_{02} u^2 + K_{11} vu + O(3), \\
\dot{q} = q_{10} v + q_{20} u^2 + q_{02} u^2 + q_{11} vu + K O(u, v) + q O(u, v) + O(3), \\
\dot{v} = v_{20} u^2 + v_{02} u^2 + v_{11} vu + K O(u, v) + q O(u, v) + O(3), \\
\dot{u} = \lambda_2 u + u_{20} u^2 + u_{02} u^2 + u_{11} vu + K O(u, v) + q O(u, v) + O(3).
\end{cases}
\]

(39)

Where

(40)

\[
K_{20} = \frac{\psi_c}{\lambda_2^2} [(\lambda_2 + \mu_1)(\theta^* - k_c)(\psi_c + h_1) - 1],
\]

\[
K_{02} = \psi_c [\mu_1 (\theta^* - k_c)(\psi_c + h_1)] - \frac{\theta^*}{\lambda_2} \psi_c,
\]

\[
q_{10} = \frac{c}{\lambda_2^2} [(\lambda_2 + \mu_1)(\theta^* - k_c)(\psi_c + h_1) - \frac{\theta^*}{\lambda_2} \psi_c],
\]

\[
q_{20} = a_1 k_c^2 + a_2 k_c + a_3, \quad q_{02} = b_1 k_c^2 + b_2 k_c + b_3, \quad q_{11} = c_1 k_c^2 + c_2 k_c + c_3,
\]

\[
v_{20} = d_1 k_c^2 + d_2 k_c + d_3, \quad v_{02} = e_1 k_c^2 + e_2 k_c + e_3, \quad v_{11} = f_1 k_c^2 + f_2 k_c + f_3,
\]

\[
u_{20} = g_1 k_c^2 + g_2 k_c + g_3, \quad \nu_{02} = h_1 k_c^2 + h_2 k_c + h_3, \quad \nu_{11} = r_1 k_c^2 + r_2 k_c + r_3.
\]

Here parameters \(a, b, c, d, e, f, g, h, r_i\) for \((i = 1, 2, 3)\) depend on \(c, \theta^*,\) and other parameters involved in Taylor expansion of functions \(\psi^1, \psi^2, h\) and \(\mu\) in their Taylor expansion with respect to \(y, Z\) up to the order \(N\) for \(N\) large enough, that is,

(41) \[\psi^i(y, Z + z_c) = \sum_{m,n=0}^{N} \psi_{m,n}^i y^n Z^m + R_{N+1}\]

\[= \psi_{00}^i + \psi_{10}^i y + \psi_{01}^i Z + \psi_{11}^i y Z + \cdots + R_{N+1}, \quad i = 1, 2, \]

(42) \[h(y) = h_1 y + h_2 y^2 + \cdots + h_N y^N + R_{N+1},\]

(43) \[\mu(\zeta) = \mu_1 \zeta + \mu_2 \zeta^2 + \cdots + \mu_N \zeta^N + R_{N+1},\]

Then, coefficients stated in (40) can be computed using expansions (41)-(43).

**Theorem 6.1.** The closed-loop system (14) under the assumption of Theorem 3.2 does not generically possess any single wedge bifurcation.

**Proof.** We need to construct the center manifold for transformed system (39). Constructing the center manifold is lengthy, but straightforward; see, for example, [5]. The three-dimensional center manifold is tangent to the three-dimensional hyperplane spanned by linear eigenspaces of three zero eigenvalues. In the new system of coordinates \((K, q, v, u)\) the center manifold is tangent to the \((K, q, v)\)-hyperplane and is presented by \(u = H(K, q, v)\) where
$H(0, 0, 0) = 0$. The center manifold is invariant. We have

\begin{equation}
\dot{u} = \frac{\partial H}{\partial K} \dot{K} + \frac{\partial H}{\partial q} \dot{q} + \frac{\partial H}{\partial v} \dot{v}.
\end{equation}

Center manifold computation shows that the function $H$ cannot contain terms solely depends on $K^n$ for all $n \in \mathbb{N}$. The truncation of the center manifold up to the second order is

\begin{equation}
u = \alpha v^2 + \beta Kv + \gamma qv.
\end{equation}

Here,

\begin{align*}
\alpha &= -\frac{1}{\lambda_2} u_{20} + \frac{q_{10} k_c \psi_{10}^1}{\lambda_2^2} \left( (\lambda_2 + \mu_1) + (\theta^* - k_c)(2\psi_c + h_1) \right), \\
\beta &= -\frac{\psi_c}{\lambda_2^3} \left( (\lambda_2 + \mu_1) + (\psi_c + h_1)(2k_c - \theta^*) \right), \\
\gamma &= \frac{k_c \psi_{10}^1}{\lambda_2^2} \left( (\lambda_2 + \mu_1) + (\theta^* - k_c)(2\psi_c + h_1) \right),
\end{align*}

where

\begin{equation}
\psi_{10}^1 = \left. \frac{\partial \psi^1(y, Z + z_c)}{\partial Z} \right|_{y=0, Z=0}.
\end{equation}

The center manifold will have one of the following forms

\begin{align*}
u &= H(K, q, v) = q \tilde{H}(K, q, v) + v \tilde{H}(K, q, v), \\
\nu &= H(K, q, v) = v \tilde{H}(K, q, v).
\end{align*}

If we consider the center manifold of the form (46), then the truncation of the center manifold reduction up to the second order will exhibit the generic Bogdanov-Takens bifurcation. Therefore, the origin of the reduced system will not have a non empty interior basin of attraction; more details about Bogdanov-Takens bifurcation is discussed, for example, in [4] and [5]. It is easy to check that if functions $\psi^1$ and $\psi^2$ contains no constants, then the center manifold will take the form (47), then the reduction of the system (36) to the center manifold takes the following form. Note that, generically, $q_{10} \neq 0$.

\begin{align*}
\begin{cases}
\dot{K} &= \hat{a} v^2 + v g(K, q, v), \\
\dot{q} &= v + \hat{b} v^2 + v M(K, q, v), \\
\dot{v} &= a K v + \hat{c} v^2 + v L(K, q, v).
\end{cases}
\end{align*}

Here, the functions $g, M$ and $L$ contains nonlinear terms of order higher than two. Because of the specific configuration of the vector field in equations (48), we can apply the following singular time parametrization.

\begin{equation}
t \mapsto t = \frac{1}{v} \tau.
\end{equation}
The transformation (49) preserves the orbits of system (48), but the direction of time is reversed in the lower half-plane \( v < 0 \); see [3] for more details for such singular time reparametrization. The resulting system is given by

\[
\begin{align*}
K' &= \hat{a}v + g(K, q, v), \\
q' &= 1 + \hat{b}v + M(K, q, v), \\
v' &= aK + \hat{c}v + L(K, q, v).
\end{align*}
\]

where \( \cdot' \) denote the derivative with respect to \( \tau \). Here the functions \( g, M \) and \( L \) have no linear terms. The origin is not an equilibrium of the system (50), but the \( q \)-axis is an invariant manifold. The organization of the flow around the origin will tell us about the local behavior of the origin for the original reduced system (48). The origin of the reduced system (48) cannot attract a non empty interior set. Suppose that the origin of (48) attracts a non empty interior set of initial conditions, let say \( E \). For any initial value \( \eta_0 = (K_0, q_0, v_0) \in E \), there is a solution \( \varphi_t(\eta_0) \), where \( \varphi_t(\eta_0) \to 0 \) as \( t \to +\infty \). In the system (50), this orbit will be still there. However, the origin is not an equilibrium of the system (50). Therefore the corresponding orbit starting at \( \eta_0 \) contains the origin as a point located on that orbit. On the other hand, the \( q \)-axis of system (50) is invariant so that any solution starting on that axis near the origin pass through the origin. As the set \( E \) has a non empty interior, the initial value \( \eta_0 \) can be chosen such that \( \eta_0 \) does not belong to the \( q \)-axis. This implies that there will be more than one solution passing the origin of the system (50) which contradicts with the existence and uniqueness theorems for differential equations. Hence, there will be no such a set as \( E \) and the appearing of single-wedge bifurcation is ruled out. This proves the theorem. \( \square \)

We have seen that the single-wedge bifurcation does not occur. In summary, there are bad limit systems; however, they do not attracts a large set of initial conditions with non empty interior.

7. Discussion

The system (8) in the form of generalized strict feedback form defined by equations (6) and (7) are recursively partially stabilized with respect to \( y \). The stability properties of stationary solution has been proved through two sets of assumptions stated in Theorems 3.2 and 3.3.

The success of stabilization is highly depended on \( b \) to have a non zero known value. Here, we have one step and in accordance with equations (6) and (7) we have \( b = B_{11}^{11} \). In general case of equation (6), at each step, \( B_{11}^{i1} \) and \( B_{21}^{i} \) are matrix. There, at step \( i \), all terms of \( \bar{x}_i \)-equation depend on \( \bar{x}_i \) except \( B_{11}^{i1}y_{i+1} \) and \( B_{21}^{i}y_{i+1} \) which depend on variable \( y_{i+1} \). In the stabilization process, one take \( y_{i+1} \) as the input for \( \bar{x}_i \)-equation and temporarily replace that with \( u_i \). Later the variable \( y_{i+1} \) will be recovered by change of variable \( v_{i+1} = y_{i+1} - u_i \). In mean time, \( u_i \) needs to be designed carefully such that the aim of stabilization at step \( i \) to be achieved. In this process, the success of stabilization
is no longer simplified into a simple condition of being non zero. Instead, that requires a series of rank conditions to guarantee the stabilization of each step. For example consider the first step, \( i = 1 \), we have \( \dot{y}_1 = B_{11}^1 u_1 + B_{12}^1 z_2 + \varphi_1^1 \) and \( \dot{z}_1 = B_{21}^1 u_1 + B_{22}^1 z_2 + \varphi_2^1 \); where \( y_2 \) is replaced with \( u_1 \). Now, the problem is to find a suitable \( u_1 \) such that \( y_1 \to 0 \) as \( t \to \infty \) while \( z_1 \) stay bounded. Such requirement usually leads to a rank condition on matrices, \( B_{11}^1, B_{12}^1, B_{21}^1, B_{22}^1 \). In a similar manner, this will proceed to complete the control of the whole system. A further comprehensive work is needed to establish these details which is beyond the scope of this paper.

We have also proceeded with the bifurcation analysis of the closed-loop system (14) under the assumption of Theorem 3.2. The relevant bifurcation diagrams have been presented. Then we focused on the quality of the adaptation process and specifically focused on single wedge bifurcation. The occurrence of single-wedge bifurcation can be quite complicated. We have found that such bifurcation does not generically take place in systems of the form (8) under the assumption of Theorem 3.2. The closed-loop system (14) under the assumptions of Theorem 3.3 does not necessarily possess a similar manifold of equilibria.
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